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Abstract

We analyze an adverse selection environment with third party supervision. We assume that the

supervisor and the agent can collude while interacting with the principal. As long as the supervisor is

symmetrically informed with the agent, the former’s existence does not improve the principal’s rent

extraction. This is due to the coalitional efficiency between the supervisor and the agent. However,

asymmetric information between these two parties can cause a collusion failure, which undermines the

coalitional efficiency. In that case, we show that the principal can increase his payoff, by manipulating

the agent’s opportunity cost for colluding with the supervisor. Delegating the authority to contract

with the agent to the supervisor is not successful in enhancing the principal’s payoff, since the

principal loses the instrument to manipulate the opportunity cost of collusion under delegation. The

increase in the principal’s rent extraction does not necessarily imply an overall welfare improvement.

Social welfare may decline with the introduction of the supervisor.

Key Words: Collusion, supervision, mechanism design

JEL Classification: D82, C72, L51

1 Introduction

The individual with the best information on the costs of an economic activity is often the “agent”

who incurs these costs. It is one of the findings of the adverse selection literature that a “principal”
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who wants to infer this information has to leave an information rent to the productive agent. In many

circumstances, however, the agent is not the unique source for information on the production technology.

The existence of an informed third party may improve the principal’s payoff, by reducing the information

rent he is sacrificing.1 At the same time, the introduction of this “supervisor” also creates a potential for

collusive behavior against the principal’s will. If the supervisor is totally corrupted by the agent, then

the supervisor - agent pair behaves like a single player. In that case, from the principal’s perspective,

contracting with the supervisor - agent coalition is not different than contracting with the agent, and

ignoring the supervisor.

An example that fits our discussion is a benevolent government’s regulation of a firm with unknown

cost. In this environment, the regulator can be thought as the supervisor, whose close interaction with

the firm provides her better information on the cost. Another aspect of this close interaction is the

regulator’s vulnerability to capture by the firm: The regulator may end up as an advocate that protects

the interests of the firm, rather than as an informant for the government. Other examples of a similar

nature would be an auditor who reports to stockholders about the conduct of the management and an

employee who reports to management on the performance of a coworker.

A necessary condition for the principal’s making some use of the supervisor’s existence is an inef-

ficiency in the performance of the supervisor - agent coalition. In the examples above, the need for

supervision materializes as a response to an informational asymmetry between the principal and the

agent. As such, it is natural to think that the supervisor may also be less informed than the agent. Once

we introduce this possibility, supervision may matter. The contribution of this paper is showing how

the principal can manipulate the supervisor - agent interaction to support a coalitional inefficiency that

serves his own interests.

In the context of our analysis, asymmetric information is the only reason why the supervisor - agent

coalition may fall short of perfect collusion. It is trivial that a supervisor without any information is

useless. At the other extreme, if the supervisor is as informed as the agent, supervision is useless again,

since an inefficiency at the coalition level cannot be supported. At the intermediate range, however, we

identify a mechanism which makes supervision relevant to increase the principal’s payoff.

The most general organizational design for the principal is contracting with both the supervisor and

the agent through a grand contract. A special case of this design would be the principal’s contracting

with the supervisor and delegating her the authority to contract with the agent. One commonly observed

theme in the literature on multi-agent contracts is an organizational equivalence principle: Delegation

performs as well as any other grand contract would.2 Delegation restricts the principal’s ability to create

1We will use masculine pronouns for the principal and the agent, feminine pronouns for the supervisor.

2See Melumad, Mookherjee, and Reichelstein (1995) among others.
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direct incentives for the agent. Nevertheless, he can influence the supervisor’s interaction with the agent

to create indirect incentives. However, in our setup, this indirect influence scheme does not fulfil the

task. In the environment we consider, we establish a failure result for delegation: From the principal’s

perspective, delegating to the supervisor is at least as bad as not having a supervisor. In order to make

use of supervision, keeping the communication channel open with the agent has vital importance. This

failure result for delegation, together with the existence of a general mechanism that makes supervision

relevant, imply that organizational equivalence does not carry on to our environment.

One final implication of the paper concerns social welfare. Although introduction of supervision

increases the payoff for the principal, we show that it may decrease the overall efficiency. This is

contrary to the predictions from many earlier models of supervision.

The paper is organized as follows: In the next section, we give an overview of the related literature.

We introduce the general model in section 3 and characterize the set of outcomes that are implementable

under collusion. This characterization result is essential to evaluate the performance of supervision under

different assumptions. In section 4, we show why delegation fails as a response to the threat of collusion.

In section 5, we prove that supervision is beneficial for the principal provided that the supervisor is less

informed than the agent. In section 6, we discuss these results in connection with the existing literature.

In section 7, we introduce a more structured model to identify the optimal implementable outcome

under supervision. We employ the same model to examine implications regarding social welfare. We

also conduct an exercise to see how performance of delegation reacts to a variation in the standard

assumptions. Section 8 concludes. Section 9 is the appendix which includes the omitted proofs in the

text.

2 A Review of The Literature

Collusion in the principal - supervisor - agent hierarchy has been studied by economic researchers for

many years.3 Tirole (1986) assumes the principal can offer the grand contract at the ex ante stage, before

the type for the agent and information for the supervisor are realized. Although there is no inefficiency

in the collusion stage, supervision is useful, since the principal can exploit the fact that the supervisor

is uninformed when she is signing the contract.4

Laffont and Tirole (1991) replace this timing with the standard adverse selection paradigm, where

3For an extensive review of the collusion literature, see Tirole (1992).

4This is especially easy to see when the supervisor is risk-neutral. In that case, the principal would sell “the right to be

the residual claimant” to the supervisor, at a price that equals the expected profit she would make. Also see Kofman and

Lawarree (1993) for an example of how the principal can exploit the fact that the agent is uninformed when he is signing

the contract.
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the contract is signed after the parties are informed. To make supervision relevant, they employ an

asymmetric transaction technology across the players. That is, they assume exogenous transaction costs

for any transfer from the agent to the supervisor, whereas a transfer from the principal is frictionless.

Due to its convenience, this exogenous transaction cost perspective has a wide acceptance among the re-

searchers of collusive behavior.5 In this paper, rather than assuming an exogenous imperfection between

the supervisor and the agent, we derive a failure of collusion from the asymmetric information between

these parties. We observe that the asymmetric information model has some implications, such as the

possible decline in the overall efficiency with the introduction of supervision, that cannot be captured

by the transaction cost models of collusion.

Our analysis in this paper is also related to the literature on multi-agent contract theory. Melumad,

Mookherjee, and Reichelstein (1995) analyze the effect of the principal’s delegation to a third party.

They allow this party to take part in the production process. But they assume that she has no infor-

mation about the type of the other productive agent. In this environment, they show an organizational

equivalence: From the principal’s perspective, delegating to the third party performs as well as con-

tracting directly with both agents.6 There is an immediate corollary to the organizational equivalence

result: Since delegation induces explicit side contracting between the agents, the possibility of collusion

is completely harmless for the principal.7 In a recent paper, Mookherjee and Tsumagari (2003) show

that the equivalence result fails when collusion is between two productive agents who contribute to the

production of a single good. The poor performance of delegation in this last paper is due to the same

reasons we will propose to explain its complete failure in our environment.8

We encounter a similar organizational equivalence result in the framework of moral hazard environ-

ments with collusion: Baliga and Sjostrom (1998) show that the principal can constrain the efficiency of

the collusion through a careful division of the information rent among the colluding agents. They show

that, as long as the appropriate agent is chosen to delegate, delegation does not impose any loss for the

principal.

5See Laffont and Martimort (1999), Laffont and Meleu (2001) among others. And for earlier exceptions, see Felli (1996),

Kofman and Lawarree (1996). The former uses informational asymmetry between the supervisor and the agent to show

that the possibility of collusion is harmless given a certain colluding technology. The crucial assumption for this strong

claim is the lack of full commitment at the collusion stage, rather than the informational asymmetry. The latter examines

collusion between an agent and two supervisors that are sent sequentially to monitor the agent. The principal can benefit

from sometimes informing the supervisor whether she is sent as the second monitor but not telling the agent whether the

supervisor is informed.

6See Baron and Besanko (1994) for a similar result, and McAfee and McMillan (1995) for how this result breaks down

under limited liability.

7See also Laffont and Martimort (1998) on this.

8For an up to date survey of the literature on delegation, see Mookherjee (2003).
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Faure-Grimaud, Laffont, and Martimort (2002) (hereafter FLM) pursue a similar research question

to ours in the context of a different environment. This environment is characterized by a unit production

cost which may assume two possible values, and an informative supervisory signal which may also assume

two possible values.9 The equivalence result is valid for this environment as well. That is, delegating to

the supervisor is an optimal organizational form to defy collusion.

In this paper, we diverge from the FLM environment by extending the number of possible cost levels

(to an arbitrary natural number), and adopting a connected (monotone) partition of these costs as the

information structure for the supervisor. This information structure is general in the sense that it can

capture fully informed and completely uninformed supervisors as well as a variety of other circumstances

in-between these extremes. Nevertheless, it is not a generalization of the FLM environment since it rules

out signals that lead to posteriors with intersecting supports over the cost levels. This information

structure provides us with an environment, where delegation completely fails as a response to the threat

of collusion: Under standard assumptions regarding the distribution of costs, delegating to the supervisor

performs at least as badly as not having a supervisor.10 Therefore the relevance of supervision here

depends on the performance of a more general class of mechanisms.

After establishing failure of delegation, we move on to identifying a mechanism that would sustain

beneficial supervision in spite of the potential for collusion. In this mechanism, relevance of supervision

is a result of the agent’s type dependent outside options at the time that he is colluding with the

supervisor. As is shown by Lewis and Sappington (1989), for some states of nature, an agent with a type

dependent reservation utility will have an incentive to overstate his productivity, in order to increase his

compensation for sacrificing the outside option.11 Such an incentive is in the opposite direction from the

original incentive to understate the productivity to increase the compensation for production costs. In

our model, under standard assumptions, reversing the agent’s incentives at the collusion stage is the only

instrument for the principal to benefit from supervision. Failure of delegation results from its restriction

over the use of this instrument.

As in the models of common agency and renegotiation,12 the outside option at the collusion stage is

endogenously determined in our model. We show that the principal can always support the appropriate

outside options by designing the appropriate mechanism, provided that there is informational asymmetry

9For a similar approach to collusion between two productive agents, see Laffont and Martimort (1997, and 2000).

10The reason that our environment yields a dramatically different delegation result than that of the FLM environment

will be discussed in section 6.

11Also see Maggi and Rodriguez-Clare (1995), Julien (2000) on the countervailing incentives.

12See Stole (1990) for common agency and Laffont and Tirole (1993) Ch. 10 for renegotiation. Also see Caillaud, Jullien

and Picard (1996a, 1996b) on how a principal could gain from changing the reservation utilities of other players in a moral

hazard setup.
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between the supervisor and the agent.

Studying multi-agent contracts generally furnishes the researcher with the option of what participa-

tion constraints to adopt. The interim participation constraints provide the player with a non-negative

expected utility conditional on the player’s information. The ex-post participation constraints rule out

any realization of strictly negative utility. We can think of assumptions that could justify either set of

constraints. In many studies, the researcher commits to such an assumption and states results pertaining

to the corresponding constraint set. In this paper, we do not restrict attention to a single participation

concept. Instead, we prove the failure and irrelevance results under the weaker interim constraints and

the relevance results under the stronger ex-post constraints. Therefore, each result is valid under either

set of constraints.

3 The General Model

We will consider a setup with three players: the agent (A), the supervisor (S), and the principal (P).

The agent is the player who bears the costs of production. For a given output level x, A’s disutility

from production is cnx, where n is the type for A. n can assume values from the set N = {1, ..., N} . The
unit cost is decreasing in A’s type, i.e., c1 > c2 > ... > cN > 0. The prior probability that A is type n is

denoted by fn. And, Fn =
P
i≤n fi is the cumulative distribution function associated with fn. The prior

distribution is common knowledge among the players. The agent also knows the realization of his type.

The agent receives a transfer, t ∈ <, from the principal and pays a bribe, b ∈ <, to the supervisor.
A’s utility as a function of his type, output, bribe and transfer is

t− b− cnx.

Let D = {d1, ..., dL} be a connected partition of set N. Given A is type n, S observes dl such that
n ∈ dl. We will refer to l ∈ L = {1, ..., L} as the type of S. With a minor abuse of notation, l will also
denote the function l : N→ L, which maps types for A to types for S. Since D is a connected partition,

we can assume l (·) is weakly increasing without loss of generality. We will also define n (l) and n (l) as
the smallest and the largest elements of set dl respectively.

An example that fits the connected partition assumption is as follows: Each element of D can

be considered as a generation of production technologies, where each generation induces a number of

different cost levels. Since A is the party incurring the production costs, he observes the relevant

cost level. On the other hand, S is only capable of identifying the relevant generation. Under this

interpretation of the model the connected partition specification amounts to assuming later generations

to be superior to the earlier ones: Even the highest cost level associated with a later generation is lower

than the lowest cost level induced by an earlier generation.
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S is the player without any direct interest in the production. Her payoff is determined by the

monetary payments she gets. Let w be the payment she receives from the principal. Then S ’s utility is:

w + b

P ’s only information about the types of A and S is the prior probability distribution. As the residual

claimant of the production, he receives the direct benefit of W (x) , from the production of x units of

output. The utility for P, as a function of output and transfer levels, is:

W (x)− t− w

We will assume that W (·) is a twice continuously differentiable function that satisfies some standard
conditions: W 0 (x) > 0,W 00 (x) < 0, for all x, and limx→0W 0 (0) =∞, limx→∞W 0 (x) = 0.

Note that the information profile for the players has a nested structure: A knows the information

set that S observes. And P ’s only information is a probability distribution which is the common prior

among all the players. Also note that every player is risk neutral in monetary transfers.

Here is the timing for the game:

T1: n, and therefore l are realized. n is observed by A. l is observed by S.

T2: P announces a grand contract. The grand contract is a collection of two arbitrary message

spaces MS and MA, as well as three functions defined on the product of these spaces. MS and MA

consist of the messages that S and A can send to the principal respectively. And the functions specify:

i) the output level, x :MS ×MA → <+
ii) the transfer for A, t :MS ×MA → <
iii) the wage for S, w :MS ×MA → <
T3: S and A simultaneously decide whether to accept or reject the grand contract. If any of the

players reject the grand contract, the game ends with zero production level and no monetary transfers

to any player. In that case S and A receive zero utility. If they both accept, the game moves to the next

stage.

T4: S offers a side contract to A. The side contract is a collection of a message space for A, M 0
A,

as well as two functions defined on M 0
A, that specify:

i) the messages that will be sent to P, m :M 0
A →MS ×MA

ii) the bribe that A will pay to S, b :M 0
A → <

T5: A decides whether to accept or reject the side contract. If A accepts the side contract, he also

decides which element of M 0
A to send to S.

T6: Both S and A send their messages to P. If the side contract is accepted by A at T5, these

messages are determined by A’s choice at T5.13 If the side contract is rejected, then both players are

13In this paper, we ignore the issue of the enforcement of the contracts and assume that the side contract is binding as
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free to send any message they want.

T7: The output level and transfers from P to other players are determined by the grand contract

and the messages sent in the previous period. If the side contract is accepted, then A makes S the bribe

transfer that is associated with his choice at T5.14

We will start with analyzing the game that follows the acceptance of the grand contract by both S

and A. The conditions that ensure acceptance will be discussed later.

• No Collusion:

For now, we will assume that S cannot offer a side contract to A at T4. In that case, S and A will

send their messages non-cooperatively at T6. A behavioral strategy for S (A), following the acceptance

of the grand contract, is a function that maps her (his) type to a message.

Definition 1 Let GC = {MS ,MA, x (·) , t (·) , w (·)} be a grand contract; and σ : L→MS , α : N→MA

be two functions defined on players’ type spaces. {σ (·) ,α (·)} is a non-cooperative equilibrium15 of

GC if

σ (l) ∈ arg max
ms∈MS

(X
n∈dl

fnw (ms,α (n))

)
for all l. (1)

α (n) ∈ arg max
ma∈MA

{t (σ (l (n)) ,ma)− cnx (σ (l (n)) ,ma)} for all n. (2)

An agent of type n knows S ’s type is l (n), and she will send the message σ (l (n)) in the equilibrium.

Therefore, he chooses the message that will maximize his utility under this condition. However, S does

not observe A’s type directly. So, her equilibrium message solves an expected utility maximization

problem.16

• Collusion:

Now, we will add the collusion stage to our analysis. At T4, S has already observed l, and knows

that A’s type is an element of dl. Given the grand contract, the supervisor’s choice of the side contract

well as the grand contract. For how a dynamic interaction may lead to commitment in covert contracts, see Martimort

(1999).

14By not allowing lotteries in their respective definitions, we assume both the grand contract and the side contract to

be deterministic. At the grand contract level this is without loss of generality: Since W 00 (·) < 0 and the players are risk

neutral in monetary transfers, stochastic grand contracts are dominated by the deterministic ones (from the principal’s

perspective). However, the possibility of stochastic side contracts increases the collusion opportunities and therefore shrinks

the implementable set of outcomes further. See footnote 31 for more on the stochastic side contracts.

15We restrict attention to pure strategy Bayesian Nash equilibria.

16After observing l, the conditional probability of facing a type n agent is fnP
i∈dl fi

for S, provided that n ∈ dl. In
condition (1), we rescale S ’s problem by multiplying her expected utility by

P
i∈dl fi.
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is a mechanism design problem. Therefore, the revelation principle is a valid tool in this setting: We

can restrict attention to direct contracts, where the message space for A is identical to the information

set S observes (M 0
A = dl) and to truthful behavior for A, where A finds it optimal to reveal his type to

S through the message he sends.

The remaining choice variables for S are the collective message function,m (·), and the bribe function,
b (·), both of which are defined onM 0

A. In order to induce truthful behavior, S should set these functions

such that A does not prefer to imitate another type in the same information set. Moreover, S should

also make sure that A accepts the side contract. This requires leaving him a rent that is at least the

same as what he could get in the non-cooperative equilibrium17 without the side contract.18 Since the

non-cooperative rent level for A depends on his type, S ’s optimization problem will be a mechanism

design problem with type-specific reservation values.

Definition 2 Let GC = {MS ,MA, x (·) , t (·) , w (·)} be a grand contract. {µ (·) ,β (·)} is called a collu-
sive equilibrium of GC if there exists a non-cooperative equilibrium, {σ (·) ,α (·)}, of GC such that

{µ (n) ,β (n)}n∈dl ∈ arg max
{m(n),b(n)}n∈dl

(X
n∈dl

fn [w (m (n)) + b (n)]

)
s.t.

t (m (n))− b (n)− cnx (m (n)) ≥ t (m (n0))− b (n0)− cnx (m (n0)) for all n, n0 ∈ dl (3)

t (m (n))− b (n)− cnx (m (n)) ≥ t (σ (l) ,α (n))− cnx (σ (l) ,α (n)) for all n ∈ dl (4)

for all l.

We will also refer to {σ (·) ,α (·)} as the non-cooperative equilibrium that supports {µ (·) ,β (·)} .
Constraint (4) guarantees A’s acceptance of the side contract offer, whereas (3) implies A’s truthful

revelation of his type to S.19

The solution concept above employs “passive beliefs” on out-of-equilibrium paths. Whenever the side

contract offer is rejected, both S and A are assumed to make no update on their interim beliefs of how

their rival would play in the non-cooperative subgame that follows.20 This is potentially problematic,

since certain side contract offers can be rejected by certain types of A and accepted by some others.

17A grand conract may have multiple non-cooperative equilibria, and each non-cooperative equilibrium may lead to

multiple collusive equilibria.

18Note that any outcome that results from A’s rejection of the side contract can also be achieved by A’s acceptance of

an “expanded” side contract that induces A’s non-cooperative behavior as an additional choice for A.

19We could equivalently model the collusion stage as a two player game, rather than as a mechanism design problem. In

that case, the behavioral strategy for S, following the grand contract, would be her side contract offer as a function of the

information set she observes. Similarly, the behavioral strategy for A would be his side contract acceptance and message

choice decisions, both of which are functions of A’s type and the side contract offer.

20For solution concepts that depend on belief updating of the mechanism designer, see Cramton and Palfrey (1995).
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Therefore, A’s rejection of a side contract can reveal some relevant information about his type. We

will discuss the validity of the passive beliefs assumption in the next subsection, after characterizing the

outcomes that can be supported by the collusive equilibria.

3.1 Collusion Feasibility

The ex-post utility levels for the players are determined by the level of production and allocation of

the rent created through this production. {xn, un, rn}n∈N is sufficient to identify a production and
distribution rule; where xn and rn are the output and the agent’s utility levels when the realization of

the agent’s type is n, and un is the total information rent, or the summation of utility levels for S and

A, associated with the same state of nature. We will refer to {xn, un, rn}n∈N as an outcome. The
following definition identifies those outcomes that can be induced by the principal, given the possibility

of collusion between S and A, but ignoring participation constraints.

Definition 3 {xn, un, rn}n∈N is a collusion feasible outcome if there exists a grand contract GC =
{MS ,MA, x (·) , t (·) , w (·)} , and a collusive equilibrium {µ (n) ,β (n)}n∈N of GC such that:

xn = x [µ (n)]

un = t [µ (n)] + w [µ (n)]− cnx [µ (n)]
rn = t [µ (n)]− β (n)− cnx [µ (n)]

The terminology here follows that of Holmstrom and Myerson (1983), where they define the property

of “incentive feasibility,” to refer to the set of outcomes such that each type of the agent is voluntarily

truthful about his type. Similarly, for collusion feasibility, we require S ’s voluntary choice of the side

contract that would make the S - A coalition reveal A’s type. Note that the definition for collusion

feasibility depends on three other concepts: grand contract, non-cooperative equilibrium and collusive

equilibrium. Our next task is characterization of collusion feasible outcomes without referring to these

primitive concepts.

One common theme in the earlier literature on collusion is “the collusion-proofness principle.”21

According to this principle, any collusion feasible outcome can be induced through a collusive equilibrium

which replicates the underlying non-cooperative equilibrium.22 We can think of the collusion proofness

principle as an extended version of the revelation principle. Any outcome that can be supported with

collusion can also be supported as a collusion-proof non-cooperative outcome.

21See Tirole (1986 and 1992) among others.

22Formally, µ (n)= {σ (l (n)) ,α (n)} and β (n) = 0 for all n, where {σ (·) ,α (·)} is the non-cooperative equilibrium that

supports {µ (·) ,β (·)}.
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The collusion-proofness principle is also valid in our environment. We can show that the task of

designing a grand contract reduces to designing a direct revelation game where the set of available

messages for each party is isomorphic to her (or his) respective type space. That is, there is no loss

of generality in considering only the grand contracts that induce MA = N , MS = L. For an outcome

to be collusion feasible, it must be the outcome to truthful reporting in this direct revelation game,

and truthful reporting must constitute a non-cooperative equilibrium as well as a collusive equilibrium

(together with zero as the uniform bribe level) supported by itself as the outside option. The following

characterization result builds on this discussion.

Proposition 1 (Characterization of the collusion feasible outcomes) {xn, un, rn}n∈N is collu-
sion feasible if and only if

{n, rn}n∈dl ∈ arg max
{n̂(n),r̂(n)}n∈dl∈{N×<}

#dl

X
n∈dl

fn
£
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − r̂ (n)

¤
s.t. (5)

AIC (n0|n) : r̂ (n) ≥ r̂ (n0) + (cn0 − cn)xn̂(n0) for all n, n0 ∈ dl
AIR (n) : r̂ (n) ≥ rn for all n ∈ dl

for all l.

The proof for the proposition is in the appendix. With this new formulation of collusion feasibility,

S still maximizes her expected payoff, given the information set she observes. For an agent of type n in

her information set, S chooses a type to report, n̂ (n), and a utility level for the agent, r̂ (n). Since the

report will be made to P, and since P does not directly observe any information on A’s type, n̂ (n) can

be any type in N . Similarly, since there is no exogenous constraint on the side payment, r̂ (n) can be

any real number. The constraint AIC (n0|n) implies that type n would not lie to S, by pretending to
be type n0, which is in the same information set with n. And, AIR (n) requires S ’s leaving A a utility

level that is at least as large as rn. The proposition claims that {xn, un, rn}n∈N is a collusion feasible
outcome if and only if the truthful reporting of the type (n̂ (n) = n, for all n), and leaving the intended

rent to each type (r̂ (n) = rn, for all n) constitute optimal behavior for S.

As discussed earlier, one remaining concern is the reasonableness of the passive beliefs assumption.

This assumption rules out any update of S ’s and A’s interim beliefs on each other’s next play following

a rejection of a side contract offer. To prove the sufficiency part of our characterization result in the

appendix, we provide a class of direct revelation grand contracts that would induce truthful reporting

as the non-cooperative equilibrium for any subgame that starts after a rejection of a side contract.

Therefore, it suffices to consider how reasonable truthful reporting is as an equilibrium for each of those

subgames. In the appendix, we show that truthful reporting is a weakly dominant strategy for all types

of A. Thus it is an optimal strategy for A regardless of A’s belief on S ’s play. Provided that A reports
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truthfully, we also show that it is optimal for S to be truthful under any belief she may have on A’s

type, consistent with the information set she observes. Therefore, even if she was allowed to perform a

Bayesian update of her beliefs after the rejection of the side contract, she would not be willing to change

her best response to A’s weakly dominant strategy. In other words, the truthful equilibrium we employ

to characterize the set of collusion feasible outcomes is an “ex-post equilibrium,” which is robust to any

consistent update in the belief structure.23

We will end our discussion of collusion feasibility with the following corollary which is readily available

from Proposition 1.

Corollary 1 Suppose {xn, un, rn}n∈N is collusion feasible. Then, the following “within partition incen-
tive compatibility (WPIC)” and “within partition monotonicity (WPM)” conditions are satisfied by

{xn, un, rn}n∈N .

WPIC (n0|n) : rn ≥ rn0 + (cn0 − cn)xn0 for all n, and n0 ∈ dl(n)
WPM : n0 ∈ dl(n) and n > n0 imply xn ≥ xn0

Proof. WPIC (n0|n) is identical to AIC (n0|n) at {n̂ (n) , r̂ (n)}n∈N = {n, rn}n∈N . And WPM

follows fromWPIC (n0|n),WPIC (n|n0) and the fact that cn < cn0 .
Every type of A should be given the incentive not to imitate another type from the same information

set. The output levels they will produce are the only tools to separate any such two types. TheWPIC

andWPM constraints formalize this argument. Note that these constraints are implied by the global

incentive compatibility and monotonicity constraints that are standard in the absence of supervision.

The difference with supervision is that we need not have either incentive compatibility or monotonicity

across the boundaries of the partition.

3.2 Delegation Feasibility

The grand contract we define in T2 corresponds to an institutional design, where P contracts with both

S and A at the same time. While constructing the grand contract, P also accounts for the fact that

S and A would write a side contract to collude on the messages they would send to P. The interaction

between these three parties can be considered as a triangular contract, where each player has a chance

to communicate with and make a monetary transfer to the other two. Delegation is a special form of this

23The truthful equilibrium might not be the unique non-cooperative equilibrium of the direct grand contract. In case

of multiple equilibria, the truthful equilibrium is the focal equilibrium since every player’s strategy is “telling the truth.”

A stronger notion of feasibility would require a unique non-cooperative equilibrium and therefore would lead to a smaller

feasible set. Nevertheless, the closure of that smaller set is also identical to the set of collusion feasible outcomes we

identify.
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triangular interaction, where there is no direct communication or transfer of money between P and A.

Under delegation, P contracts with S only, and delegates her the authority to contract with A through

a side contract.

The defining feature of delegation is the shut down of production in case that a side contract is

not signed between S and A. The outside option for A provides him with a reservation utility of zero

regardless of his realized type. In order to identify the outcomes that are feasible under delegation, we

need to replace the AIR constraints of program (5) with the d−AIR constraints.

Definition 4 {xn, un, rn}n∈N is a delegation feasible outcome if

{n, rn}n∈dl ∈ arg max
{n̂(n),r̂(n)}n∈dl∈{N×<}

#dl

X
n∈dl

fn
£
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − r̂ (n)

¤
s.t. (6)

AIC (n0|n) : r̂ (n) ≥ r̂ (n0) + (cn0 − cn)xn̂(n0) for all n, n0 ∈ dl
d−AIR (n) : r̂ (n) ≥ 0 for all n ∈ dl

for all l.

Note that condition (6) implies condition (5). This is due to the fact that delegation can be considered

as a special case of collusive supervision.24

3.3 Implementation

Collusion feasibility determines what P could implement, given that both S and A have already accepted

to participate in the grand contract he would propose. However, securing their participation requires a

further contraction of the implementable set. Recall that the opportunity cost of accepting the grand

contract is 0 for both S and A. Therefore all types of agents should be given a non-negative utility level:

rn ≥ 0 for all n ∈ N (7)

And S needs to have a non-negative expected utility for each possible realization of his information l:X
n∈dl

fn (un − rn) ≥ 0 for all l ∈ L (8)

Now, we can state our first implementation concept.

Definition 5 {xn, un, rn}n∈N is an implementable outcome if it is collusion feasible and it satisfies
the participation constraints (7) and (8). Moreover, an implementable outcome is delegation imple-

mentable if it is delegation feasible.

24In this paper, we define delegation feasibility with Condition (6). Alternatively, we could introduce a class of decen-

tralized grand contracts and define delegation feasibility as the property of being induced by those contracts. Delegation

feasible outcomes are characterized by (6), under this alternative definition as well. See Celik (2002) for this approach.
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Under the interim participation constraints, S can make a negative surplus in certain states of nature.

Nevertheless she is willing to participate in the grand contract at the interim stage, since she cannot

distinguish those states from the ones with positive surplus. However, if the supervisor can walk out of

the contract after A’s type is revealed or she is protected by limited liability, the relevant constraints for

her would be the ex-post participation constraints. A stronger implementation concept can be defined

by replacing the interim participation constraints of S with the ex-post ones.

Definition 6 An implementable outcome, {xn, un, rn}n∈N, is implementable with ex-post partici-
pation if

(un − rn) ≥ 0 for all n ∈ N. (9)

The set of implementable outcomes can be regarded as a budget set for P. From this set, he wishes

to choose the outcome that supports the highest expected payoff for him. We can formalize this problem

as follows:

max
{xn,un,rn}n∈N

X
n∈N

fn [W (xn)− cnxn − un] s.t. {xn, un, rn}n∈N is implementable.

Since P does not have any preference on the distribution of the information rent he is giving up, his

objective function is in terms of {xn, un}n∈N only. However, distribution of the rent, and therefore
{rn}n∈N are still relevant for the optimization because of the implementability constraint.
Next, we will restate a standard implementation concept and a well-known result from the literature

on mechanism design without supervision. Since the only players present in this case are P and A,

an output - information rent profile, where the entire information rent is consumed by A this time, is

sufficient to define an outcome in this setup.

Definition 7 {xn, un}n∈N is no-supervision implementable if

IC (n0|n) : un ≥ un0 + (cn0 − cn)xn0 , for all n, n0 ∈ N
IR (n) : un ≥ 0, for all n ∈ N

The above definition determines the extent of P ’s rent extraction power over A in the absence of a

third player.

Proposition 2 i) For any weakly monotonic sequence {xn}n∈N there exists a {un}n∈N such that

{xn, un}n∈N is no-supervision implementable. The smallest information rent levels that make such im-
plementation possible are given by

©
uon
¡{xn}n∈N¢ªn∈N , where uon (·) is defined recursively as:25

uo1 ({xn}) = 0

uon ({xn}) = uon−1 ({xn}) + (cn−1 − cn)xn−1 for n > 1
25To ease the notational representation, hereafter we will write the argument of function uon (·) as {xn} .
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ii) Let {xnsn }n∈N be the optimal implementable set of output levels for P. Then,

{xnsn }n∈N ∈ arg max
{xn}n∈N

X
fn [W (xn)− cnxn − uon ({xn})]

s.t. xn ≥ xn−1 for all n > 1 (monotonicity)

The proof is a standard one in the mechanism design literature and therefore omitted. The con-

struction of function uon (·) reveals that the downward adjacent IC constraints (IC (n− 1|n)) and the
IR constraint of the least productive type (IR (1)) are always binding for the no supervision problem.

(Note that this last constraint can be regarded also as a downward adjacent constraint between the

least productive type and a hypothetical type that does not participate in the mechanism.) Given these

constraints are binding, part (ii) of the proposition states that monotonicity of the output profile is

necessary and sufficient for all the other constraints.

Since the optimal information rent levels, identified by the functions uon (·), are increasing in xn for
1 ≤ n < N , the optimal output levels for these types are distorted downward from their respective

“first best” levels: The optimal solution to the no-supervision problem induces “underproduction” with

respect to the total welfare maximizing output levels. This underproduction phenomenon is a common

property for the mechanism design problems where the productive agent has zero utility as his outside

option.

The monotonicity constraint for the most productive types in the support of the distribution is

never binding (i.e., xnsN > xnsN−1). Whether the monotonicity constraints for the other types are binding

depends on the specification of the type distribution. For instance, if 1−Fnfn
(cn − cn+1) is declining in n,

all the monotonicity constraints are slack (i.e., xnsn > xnsn−1 for all n). The continuous type space version

of this last property is known as the monotone hazard rate property.

With or without supervision, the objective function for P remains the same. And the following

argument reveals that the no-supervision problem has stronger constraints. Let {xn, un}n∈N be no-
supervision implementable. It is easy to see that, under supervision, the same output - information rent

pairs can be induced as a part of an implementable outcome where rn = un. Such an implementation

can be regarded as ignoring the existence of S and contracting with A only. But the more appropriate

question here is whether the principal can benefit from the potentially weaker constraints associated with

supervision. In other words, whether supervision makes it possible to induce a set {xn, un}n∈N that is not
no-supervision implementable and that provides a payoff for P higher than the no-supervision optimal.

The answer to this question will determine the “relevance” of supervision in collusive environments.

For supervision to be relevant, one necessary condition is the existence of an implementable outcome

that violates some of the constraints of the no-supervision problem. This indicates that, for the relevance

of supervision, the S - A coalition must fail to behave like a single individual and maximize their total

gains by means of a side contract. As we discussed earlier, the literature on collusion sustains such
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a coalitional inefficiency by adopting some form of exogenous transactional imperfection between the

colluding parties. In what follows we do not make any such assumption on the transaction technology.

The only potential source for a collusion failure is the asymmetric information between the colluding

parties.

The coalitional inefficiency discussed above should not be mistaken as a sufficient condition for

relevance as well. The test for relevance does not reduce to checking the potential for any inefficiency

at the collusion stage. For supervision to be relevant, the collusion failure must result in the violation

of some binding constraint of the no-supervision problem. As an example to this point, consider a

situation where the monotonicity constraints are slack for the no-supervision problem: The only binding

constraints are the downward adjacent constraints that we discussed earlier. In this case, in order to

improve over the no-supervision optimal outcome, at least one of these binding constraints should be

violated: For at least one type realization of A, the total information rent for the S - A coalition should

have increased if they had collectively behaved as though A’s type is lower. Since the no-supervision

output levels are weakly increasing in type, this amounts to a specific coalitional inefficiency, where the

S - A coalition fails to reduce the output level even though it is coalitionally efficient to do so.

4 Failure of Delegation

In the previous section, we introduced the grand contract as the most general form of organizational

design to contract with S and A. We mentioned delegation as a special case of this design where P

contracts with S only, and delegates her the authority to contract with A. By delegating to S, P sustains

a loss of control over A. Nevertheless, performance of this organizational form is of special interest to the

economists, since P may be forced to follow this path due to a variety of reasons including communication

and information processing costs. The analysis in this section will also help to compare the message of

this paper with the other recent developments in the literature on collusion.

We will start our analysis by stating three necessary conditions for delegation feasibility.

Lemma 1 If {xn, un, rn}n∈N is delegation feasible, then

rn =

 0 if n = n (l (n))

rn−1 + (cn−1 − cn)xn−1 otherwise
(10)

un ≥ un−1 + (cn−1 − cn)xn−1 for n, n− 1 ∈ dl (11)X
n∈dl

fnun ≥
X
n∈dl

fn
£
un(l−1) +

¡
cn(l−1) − cn(l)

¢
xn(l−1) + rn

¤
for l > 1 (12)

The proof of the lemma is in the appendix. Equation (10) pins down the feasible utility profile for

A under delegation. It is not surprising that the construction of this profile mimics the construction of

16



the function uon (·) of the no-supervision implementation problem: As we discussed earlier, the defining
feature of delegation is the shut down of production whenever S and A cannot agree on a side contract.

This implies that the outside option of side contract for A is zero utility, as is the outside option of a

no-supervision contract. Condition (11) is necessary for S not to find a profitable to offer a side contract

that misreports type n as type n − 1. And similarly, condition (12) is necessary for S not to find it
profitable to offer a side contract that misreports all the types in dl as the type n (l − 1).26

In light of the discussion at the end of the previous section, condition (11) equips us with the first piece

of bad news regarding the relevance of delegation: The downward IC constraints between two adjacent

types within the same information set cannot be violated if delegation is adopted as an organizational

form. Nevertheless, delegation feasibility (or delegation implementability) is not sufficient to reproduce

the downward adjacent IC constraints across different information sets. To provide a conclusive result

for the performance of delegation, we will need to identify a lower bound for the expected information

rent conditional on each information set. Once the participation constraint of S for l = 1 is taken into

account, Lemma 1 recursively identifies such a lower bound in terms of the functions uon (·).

Lemma 2 Suppose {xn, un, rn}n∈N is a delegation implementable outcome. Then,X
n∈dl

fnun ≥
X
n∈dl

fnu
o
n ({xn}) (13)

holds for every l.

The proof of the lemma is in the appendix. Note that the output profile {xn} does not need to
be monotonic for the functions uon (·) to be well defined. The central result of this section immediately
follows from this lemma.

Proposition 3 (Failure of Delegation) Suppose monotonicity constraints are slack for the no-supervision

problem. Then P’s expected payoff from a delegation implementable outcome is not higher than his no-

supervision optimal expected payoff.

Proof. In the absence of the monotonicity constraints, the no-supervision problem can be written

as

{xnsn }n∈N ∈ arg max
{xn}n∈N

X
n∈N

fn [W (xn)− cnxn − uon ({xn})] .

Let {xn, un, rn}n∈N be delegation implementable. Since (13) holds for all l,X
n∈N

fn [W (xn)− cnxn − un] ≤
X
n∈N

fn [W (xn)− cnxn − uon ({xn})]

≤
X
n∈N

fn [W (x
ns
n )− cnxnsn − uon ({xnsn })]

26The lemma above, and the results following, would still be valid under an alternative timing of events, where S sends

a report to P prior to side-contracting with A. This latter timing is due to Melumad, Mookherjee, and Reichelstein (1995).
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A delegation implementable outcome cannot improve on the no-supervision optimal outcome.

Delegation reduces the side contract selection problem of S to a standard mechanism design problem

similar to the no-supervision implementation problem. Therefore we expect the optimal side contract

to fail to be efficient for the involved parties, as does the optimal no-supervision contract. However, the

inefficiency in the side contract selection process reflects to the optimal outcome as an underproduction

with respect to the coalitionally efficient output level. In other words, the optimal side contract under

delegation has a potential not to increase the output level even though it is coalitionally efficient to do so.

As a result, the inefficiency caused by delegating to S compounds with the inefficiency inherent in the no

supervision problem rather than alleviating it. Therefore delegation fails to be a useful organizational

choice for P regardless of the partitional structure of S ’s information.

The failure of delegation to improve over no-supervision can also be explained in terms of “double

marginalization” of the information rents.27 When S is interacting with A at the side contract selection

stage, she behaves as the designer of a mechanism for a productive agent with zero reservation utility.

Since S is generally not as informed as A, the optimal solution to this design problem requires leaving

an information rent to A. It is due to this information rent that the “virtual” cost of production for S is

higher than the real cost that A incurs. And P ’s interaction with S through the grand contract would be

identical to his contracting with a productive agent where the cost of production is given as this virtual

cost. Therefore, delegating to S, instead of following a no-supervision implementation, would have a

similar effect as a rise in the production costs. Accordingly, it will be dominated by no-supervision.28

Before ending our discussion for this section, we should note the significance of the slackness of the

monotonicity constraints in the derivation of our failure of delegation result. We will later observe in

the context of our three type model that delegation might indeed improve over no-supervision if some

of these constraints are binding.

5 Relevance of Supervision

So far we have proved that delegating to S is not a viable strategy to increase P ’s payoff over its

no-supervision optimal level under the standard assumption that only the downward local constraints

matter. As we have mentioned before, delegation is only a special case of implementation with super-

27See Melumad, Mookherjee, and Reichelstein (1995), Mookherjee and Tsumagari (2002) on a discussion of double

marginalization in the context of two productive agents.

28If S is fully informed or completely uninformed on the type of A, it is possible to construct a delegation implementable

outcome (with interim participation) that yields the same payoff for P as does the optimal no-supervision outcome.

However, if supervisory information is between these extremes, delegation generally performs strictly worse than no-

supervision.

18



vision. In order to say more on the relevance of supervision, we will need to consider the more general

grand contracting approach. In this section we will pursue this task.

The first result of this section has the same negative nature as the failure of delegation result. Recall

that a necessary condition to improve the principal’s rent extraction over the no-supervision environment

is enlarging the set of attainable output - information rent pairs. With the following proposition, we

prove that such an enlargement is not possible if S is fully informed on A’s type.

Proposition 4 (Full Information Irrelevance) If S’s information structure is as fine as A’s (if all dl

are singleton), then any {xn, un}n∈N that is induced by an implementable outcome is also no-supervision
implementable.

Proof. With full information, the type space for S is isomorphic to the type space for A. We can

rewrite the participation constraints (7) and (8) as follows:

rn ≥ 0 for all n

un − rn ≥ 0 for all n

The next step is writing (5), the collusion feasibility constraint. Since all information sets are singleton,

there is no AIC constraint and therefore all AIR constraints are binding at the optimal solution.

Therefore (5) is identical to:

n ∈ arg max
n̂(n)∈N

©
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − rn

ª
for all n

The participation constraints imply un ≥ 0, and collusion feasibility implies un ≥ un̂(n)+
¡
cn̂(n) − cn

¢
xn̂(n)

for all n. Note that these are identical to the IR and IC constraints for the no supervision implemen-

tation. Since IR and IC are the only constraints for the no supervision implementation, supervision

cannot enlarge the set of no supervision implementable output - information rent profiles.

The reason for the supervisor’s irrelevance here is the coalitional efficiency of the supervisor - agent

interaction. Any efficient trade between S and A is realized in the equilibrium. From the principal’s point

of view, the S - A coalition is behaving as if it is a single player. Therefore, inferring the information

through the coalition is as costly as inferring it from a single agent. It is trivial that we have a similar

irrelevance result at the other end of the spectrum, where S does not have more information than what

P already knows about A (i.e., where d1 = N). If the supervisory information is ever relevant for

P ’s mechanism, it must be that the information is neither too good nor too bad. Our next task will

be illustrating how P can benefit from such an informational structure. To prove that supervision is

relevant for the principal’s payoff, it is sufficient to show that supervision can sustain information rent

levels smaller than {uon ({xn})}n∈N, when {xn} is a weakly monotonic output profile.
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Proposition 5 (Relevance) Let {xn}n∈N be a weakly monotonic profile of output levels. Suppose there
exists l̃ ∈ L−{1} such that k, k0 ∈ dl̃ and xk 6= xk0 . Then, there also exists an outcome, {xn, un, rn}n∈N,
which is implementable (with ex-post participation) and which satisfies un ≤ uon ({xn}) for all n, with
strict inequality for some.

From the analysis of the previous sections, we already know that any no-supervision implementable

output profile is also implementable under supervision, with the same information rent levels. This

is because of the fact that P can replicate no-supervision implementation by ignoring the existence of

S. The result above identifies a sufficient condition for implementation of those output levels with an

expected information rent smaller than the smallest possible no-supervision expected rent level.29 If the

optimal no-supervision output profile satisfies this condition, relevance of supervision follows.

Corollary 2 There exists an implementable outcome (with ex-post participation) that leaves a strictly

higher expected payoff to P than does the optimal no-supervision outcome if either one of the two condi-

tions below holds.

i) The highest element of the partition, dl(N), is neither a singleton, nor the entire type space N.

ii) The monotonicity constraints are slack for the no-supervision implementation problem and there

exists l̃ ∈ L− {1} such that dl̃ contains at least two types.

The complete proof for Proposition 5 is in the appendix. Here, we provide a sketch. The hypothesis

implies the existence of l̃ 6= 1 such that k, k+1 ∈ dl̃ and xk+1 > xk. Consider the following {un, rn}n∈N:

un =

 uon ({xn}) n ≤ k
uon ({xn})−∆ n > k

(14)

rn =

 uon ({xn})− uon(l(n)) ({xn}) n ≤ k
uon ({xn})− uon(l(n)) ({xn}) +Ψ n > k

(15)

where ∆ and Ψ are strictly positive real numbers that satisfy the following inequalities:

∆+Ψ ≤ uo
n(l̃) ({xn}) (16)

Ψ ≤ (ck − ck+1) (xk+1 − xk) (17)

∆ ≤ (ck+1 − ck+2) (xk+1 − xk) if k + 1 < N (18)

fk+1 (∆+Ψ) ≤ (fk + fk+1)Ψ (19)

Since n
³
l̃
´
is larger than 1, and since xk+1 is larger than xk, the right hand sides of inequalities

(16) to (18) are strictly positive. This guarantees the existence of strictly positive ∆ and Ψ. For types

29The hypothesis of Proposition 5 is also a necessary condition for implementability of such an outcome with ex-post

participation.
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smaller than or equal to k, the profile {un, rn}n∈N provides a coalitional rent that is equal to uon. For
these types, S ’s share of the rent is uon(l(n)) ({xn}), which is the no-supervision information rent level of
the least productive type in her information set; and the rest of the rent is left for A. For types higher

than k, the coalitional rent levels are reduced by the amount ∆, while A’s share of the rent is increased

by Ψ. Since ∆ is strictly positive, the profile {un}n∈N induces a lower information rent for types higher
than k than does the profile {uon ({xn})}n∈N.30

Recall that {un, rn}n∈N above constitutes an outcome together with the preset output profile {xn}n∈N.
This outcome is not coalitionally efficient for the S - A pair. To see this, observe that uk+1 <

uk + (ck − ck+1)xk, since the right hand side is equal to uok + (ck − ck+1)xk and the left hand side
is the same amount less ∆. Whenever the realized type for A is k + 1, the output level (xk+1) is higher

than what is optimal (xk) for the S - A coalition. Therefore, unlike what we have encountered for the

case of delegation implementable outcomes, the collusion failure here distorts the output levels in the

direction that would improve P ’s rent extraction.

Now the remaining question is why this outcome is implementable. More specifically, why the side

contract fails to takes advantage of this potential for the improvement of the coalitional gains. If S could

perfectly identify the type of A, she would be willing to pay a bribe by the amount Ψ to type k+1 and

persuade him to misreport his type as k. Such a side contract would not change the agent’s rent but

would increase the supervisor’s expected surplus (net of the bribe she pays) by fk+1∆.

However, the information technology for S does not allow her to distinguish types k and k + 1.

Bribing type k + 1 changes the incentives for type k at the side contracting stage. When type k + 1

misreports himself as type k, both types produce the same output level and get the same transfer level

through the grand contract. This requires S to pay the same amount of bribe to type k as she pays to

type k + 1. Otherwise, when colluding with S, type k would imitate type k + 1, rather than revealing

his type truthfully to S. When we take this indirect effect of bribing into account, the expected cost of

the bribe for S turns out to be (fk + fk+1)Ψ. Inequality (19) states that S ’s expected gain from the

misreport of type k+1 is not high enough to cover the expected cost of the bribe that would induce the

misreport.31

30The construction of {un, rn}n∈N indicates that S ’s payoff does not only depend on her observation of the information
set, but also on the exact realization of A’s type. In the absence of side transfers in the equilibrium, this suggests a wage

function for S that is responsive to A’s type. In fact, the same outcome is implementable with an inflexible wage function

and equilibrium collusion. See Celik (2002) for this.

31Allowing for stochastic side contracts would require a stronger hypothesis for Proposition 5, but would not change

the essence of our analysis. With stochastic side contracts, it would be possible for S to offer a side contract that

misreports type k + 1 as type k with a nondegenerate probability. As indicated in footnote 14, such a potential would

increase the collusion possibilities. Under this alternative formulation of collusion, the outcome identified in (14) and

(15) is still implementable given conditions (16), (18), (19) are satisfied and (17) holds as an equality. Therefore, if
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The discussion above reveals an interesting feature of S ’s problem at the side contracting stage.

AIC (k + 1|k) is a binding constraint for S ’s maximization. In other words, S should exert an extra
effort to make sure that a less productive type is not willing to imitate a more productive type at the

collusion stage. Note that this is not the usual direction for the incentive compatibility constraints to bind

in mechanism design problems. Under the basic paradigm of adverse selection, the relevant incentive

compatibility constraints arise from the agent’s preference to understate his productivity in order to

increase the compensation for the variable production cost. However, for the supervisor’s problem, the

type of the agent signals not only his productivity, but also the outside option he could sustain by

refusing the side contract offer. For the collusion-proof implementation of the above outcome, rn is the

final utility level for type n as well as his reservation utility at the collusion stage. Recall that the profile

{rn}n∈N is constructed to support a “jump” in this reservation utility in-between the types k and k+1.
This provides a “countervailing incentive” for type k: He may prefer to overstate his productivity in

order to increase his compensation from S for the outside option he is foregoing. This new source of

incentives culminates in a different form of inefficiencies for the side contract selection process: In order

to prevent type k from imitating type k+ 1, S tends to keep the output level for the latter type higher.

This results in a production level that is higher than what is coalitionally efficient.

6 Discussion

Our results so far indicate supervision can be relevant to improve P ’s payoff over its no-supervision

optimal level provided that S is not perfectly informed (or completely uninformed) on the realized type

of A. The mechanism that sustains this improvement employs a certain manipulation of A’s outside

option at the collusion stage. If, however, P insists on delegating to S, he would deprive himself of

the instrument for such a manipulation. As a result, delegation is weakly dominated by no-supervision

implementation and strictly dominated by a more general mechanism that does not restrict P ’s direct

contracting with A.

Our result pertaining to delegation is quite in contrast with a result by Faure-Grimaud, Laffont, and

Martimort (2002) (hereafter FLM), who examine the relevance of supervision in a different environment

and conclude that delegation is an optimal organizational structure for the principal. The FLM environ-

ment is characterized by a unit production cost, which can assume two possible values (low cost or high

cost), and a signal, which can also assume two possible values (low signal or high signal). The realization

of the signal is positively correlated with the realization of the cost. The realized cost is observed by

the productive agent. The realized signal is observed by both the supervisor and the agent. This envi-

we allowed for stochastic side contracts, the hypothesis of Proposition 5 should be amended to include the condition

(ck − ck+1) (xk+1 − xk) < uon(l̃) ({xn}) so that a positive ∆ exists when (17) holds as an equality.
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ronment induces four different states of nature, each involving a different cost - signal pair. Note that a

no-supervision implementation in this environment requires the IC constraints to be satisfied in-between

these different states. It follows from our earlier arguments on coalitional inefficiency that improving

over this no-supervision implementation demands violating some of these no-supervision constraints.

The optimal implementable outcome, which FLM identify, induces a lower output level for the low

cost - high signal state than for the low cost - low signal state. It turns out that the only violated IC

constraint by this outcome is the one between these two states: Whenever the realized state is the former

of these two, it would be a coalitional improvement for the S - A pair to behave as though the state is

the latter. For this improvement not to be realized, collusion must suffer from a failure that leads to a

production level that is lower than what is coalitionally efficient. This points to a coalitional inefficiency

that is in the opposite direction to the inefficiency we identified as the sufficient condition of relevance in

our environment. Moreover, this underproduction feature of the required collusion failure is compatible

with the performance of the optimal side contract under delegation. As a result, the principal does

not need to manipulate the agent’s reservation values further to sustain the relevant collusion failure.

Therefore delegation is an adequate organizational choice in the FLM environment.

In relation to the FLM paper, this current paper attempts to further our understanding of mechanism

design under collusion through (i) introduction of a different environment, where relevance of supervision

requires violation of the (more standard) downward adjacent IC constraints of no-supervision implemen-

tation, (ii) explanation of why delegation would fail in this environment, and (iii) description of a more

elaborate mechanism that would lead to relevant supervision even with ex-post participation.

7 The Three Type Model

With our relevance result, we established that supervision is beneficial for the principal, even if collusion

between the supervisor and supervised agent is a possibility. That is because there exists an imple-

mentable outcome under supervision that improves over the optimal no-supervision outcome. In this

section we will employ a more structured model to identify the optimal outcome that is implementable

under supervision. We will also state our results on social welfare and reexamine the performance of

delegation when the standard assumptions do not hold.

There are three possible types for A: N = {1, 2, 3}; and S can only distinguish the least productive
type from the others: L = {1, 2} with d1 = {1} , d2 = {2, 3}. We will start with the no-supervision
implementation in this setup. Suppose {x1, x2, x3} is a profile of weakly increasing output levels. From
Proposition 2, we know that {x1, x2, x3} is no-supervision implementable with the following information
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rent levels:

uo1 ({xn}) = 0 (20)

uo2 ({xn}) = (c1 − c2)x1 (21)

uo3 ({xn}) = (c1 − c2)x1 + (c2 − c3)x2 (22)

And the optimal no-supervision implementable output profile is a solution to

max
x1,x2,x3

X
{xn}

fn [W (xn)− cnxn − uon ({xn})] (23)

s.t. x3 ≥ x2 ≥ x1

Following the discussion after the statement of Proposition 5, we can state that any monotonic {x1, x2, x3}
is implementable (with ex-post participation) together with the following information rent profile:

u1 = u
o
1 ({xn}) r1 = 0

u2 = u
o
2 ({xn}) r2 = 0

u3 = u
o
3 ({xn})− f2

f3
Π r3 = (c2 − c3)x2 +Π

(24)

where Π = min
n

f3
f2+f3

(c1 − c2)x1, (c2 − c3) (x3 − x2)
o
. To see this, observe that the rent profile above

is the same as the profile we constructed to prove Proposition 5, provided that k = 2, Ψ = Π, and

∆ = f2
f3
Π. Since the value assigned for Π satisfies inequalities (16), (17), and (19) , we conclude that

{x1, x2, x3} is implementable with the above rent profile. (Since k + 1 = 3 = N , inequality (18) is

not relevant here.)32 Provided that {x1, x2, x3} is set optimally, we will also prove that this particular
outcome is the optimal implementable outcome as long as the monotonicity constraints are not binding

for the no-supervision implementation problem.

Proposition 6 Suppose the monotonicity constraints are slack for (23), the no-supervision implemen-

tation problem. A solution to the following problem is an optimal implementable outcome with ex-post

participation:

max
{xn,un,rn}

f3 [W (x3)− c3x3 − u3] + f2 [W (x2)− c2x2 − u2] + f1 [W (x1)− c1x1 − u1]
s.t. x3 ≥ x2 ≥ x1 and (24)

The proof of the proposition is in the appendix.33 Since the optimal outcome above respects the

monotonicity constraints of the no-supervision optimization, and u3 is strictly smaller than u
o
3 ({xn})

32If (c2 − c3) (x3 − x2) ≤ f3
f2+f3

(c1 − c2)x1, this outcome is implementable even if stochastic side contracts are allowed.
33If the relevant participation constraints are interim, the maximization problem above still yields the optimal im-

plementable outcome provided that the definition for Π is amended as Π = min {(c1 − c2)x1, (c2 − c3) (x3 − x2)} and
monotonicity constraints are slack for no-supervision implementation.
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(recall that x3 > x2, and x1 > 0), P improves upon his optimal no-supervision payoff. The improvement

is due to the coalitional inefficiency when the realized type for A is 3. On this state of nature, the

coalition would be better off if it behaved as if the type were 2. However, S sacrifices this coalitional

gain to improve her rent extraction when the type for A is 2.

The introduction of S not only increases P ’s payoff, but also alters the output levels he is willing to

implement. This change in the optimal output levels is also relevant in order to identify the effect of

supervision on social welfare. We will address these issues in the following subsection.

7.1 Distortions and Social Welfare

With our relevance results we established that the principal’s payoff increases with the introduction

of supervision despite the potential for collusion. Another question of interest is the overall effect of

supervision on the social welfare. Since utility functions of all players are quasilinear in money, the

extent of output distortions is a good measure for social welfare. Substituting in the constraints for

{un, rn}n=1,2,3 , we can rewrite the optimization problem that is given in Proposition 6 as:

max
x1,x2,x3,Π

 f3 [W (x3)− c3x3 − (c1 − c2)x1 − (c2 − c3)x2]
+f2 [W (x2)− c2x2 − (c1 − c2)x1] + f1 [W (x1)− c1x1] + f2Π

 s.t.

f2Π ≤ f2
f3

f2 + f3
(c1 − c2)x1 (25)

f2Π ≤ f2 (c2 − c3) (x3 − x2) (26)

x3 ≥ x2 ≥ x1 (27)

Since the derivative of the objective function with respect to f2Π is 1, and (25) and (26) are the only

constraints on f2Π, the Lagrange multipliers for these constraints should add up to 1. Let λ and 1− λ

be the Lagrange multipliers for (26) and (25) respectively. We will ignore the monotonicity constraint

(27), and perform a first-order analysis:34

W 0(x∗3) = c3 − λ
f2
f3
(c2 − c3) (28)

W 0(x∗2) = c2 +
f3
f2
(c2 − c3) + λ (c2 − c3) (29)

W 0(x∗1) = c1 +
f3 + f2
f1

(c1 − c2)− (1− λ)
f2
f1

f3
f2 + f3

(c1 − c2) (30)

λ = 1 implies (26) is binding and λ = 0 implies (25) is binding. If λ assumes an interior value then both

constraints are binding.35

34Since W 00 (·) < 0, the second order conditions for the maximization are satisfied.
35The value of λ is determined by the parametrization of the problem. However, given any value for the other exogenous

variables, if c3 is small enough, then (c2 − c3)
¡
x∗3 − x∗2

¢
> f3

f2+f3
(c1 − c2)x∗1 and λ = 0, since limc3→0 x∗3 = ∞. On
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For simplicity of the analysis, we will assume x∗2 ≥ x∗1, so that constraint (27) is not binding and
{x∗n}n=1,2,3 is the optimal implementable output profile. Except for the last terms in their right-hand
side, equations (28) to (30) are identical to the first-order equations that would determine {xnsn }, the
no-supervision optimal output levels. Therefore, the effect of the supervision on the optimal output

levels can be identified by examining these last terms. We will define
©
xfbn
ª
as the profile of “first best”

output levels, where W 0(xfbn ) = cn.

If λ < 1 and therefore constraint (25) is binding, then equation (30) implies xns1 < x∗1 < x
fb
1 . That

is, under supervision the optimal output level for type 1 is distorted less relative to its no-supervision

optimal level. Recall that constraint (25) was derived from the participation constraint of S for the state

where n = 3. Since the surplus for S is (c1 − c2)x1 − f2+f3
f3
Π in that state of nature, an increase in x1

relaxes constraint (25). Therefore, increasing x1 is not as costly as it had been under no-supervision.

If λ > 0 and therefore constraint (26) is binding, then equations (29) and (28) imply that the optimal

output levels for types 2 and 3 are further distorted relative to their no-supervision levels: x∗2 < x
ns
2 < xfb2

and x∗3 > xns3 = xfb3 . Constraint (26) determines the bound on the difference between the reservation

utilities for types 2 and 3 at the collusion stage, given the output levels they are supposed to produce.

By increasing the difference between the output levels, P can relax this bound. Therefore, x∗2 is lower

and x∗3 is higher than their respective no-supervision optimal levels.36

The closer the realized output level to its first-best value, the more efficient the overall economy would

be. To determine the effect of supervision on the social welfare, we should compare the output distortions

induced under supervision with the distortions associated with the no-supervision benchmark. If λ = 0,

x∗1 is the only output level that will be different than its no-supervision level. Since its value is closer to

its first-best level, the optimal supervision outcome creates a higher social welfare than the optimal no-

supervision outcome, whenever λ = 0. However, if λ = 1, output levels x∗2 and x∗3 are moving in socially

undesirable directions. Therefore, there is a social welfare loss with the introduction of supervision in

this latter case. For the intermediate values of λ, the overall effect on social welfare is ambiguous.

The possibility that supervision can decrease social welfare is another differentiating aspect of this

paper. In models of exogenous transaction costs37 or in models using asymmetric information to justify

the transaction cost approach38 supervision would always increase the overall efficiency. To see this,

recall that the cost of acquiring the relevant information is the only reason for output distortions in

the other hand, if c3 is higher than a threshold level, then (c2 − c3)
¡
x∗3 − x∗2

¢
< f3

f2+f3
(c1 − c2)x∗1 and λ = 1, since

limc3→c2

¡
x∗3 − x∗2

¢
= 0.

36The upward distortion for the most productive type is a common feature of models that employ countervailing incen-

tives.

37Such as Laffont and Tirole (1991), Laffont and Martimort (1999), Laffont and Meleu (2001).

38Such as Faure-Grimaud, Laffont, and Martimort (2000 and 2001).

26



adverse selection models. Under the transaction cost assumption, supervision reduces to a technology

to provide the information to P at a cost that is lower than the cost of getting the information directly

from the agent. In other words, the information rent P has to leave is scaled down with respect to the

no-supervision benchmark. Therefore, the output distortions P will impose will be smaller than their

no-supervision levels.

On the other hand, in our setup, P sustains the collusion failure by manipulating the type specific

information rent levels for A. This manipulation has to respect the incentive compatibility constraints

of the agent types within the same information set. By changing the type specific output levels, P can

relax these constraints. However, this change might be in the direction of distorting the output levels

further from their first best levels. For example, by increasing the output level of type 3 (over its first

best and no-supervision level), P can increase that type’s information rent without worrying about type

2 trying to imitate type 3. Although such a distortion on the output levels proves to be beneficial for P,

it would induce a loss in overall welfare.

7.2 Delegation when Monotonicity Constraints are Binding

In section 4, we established a result regarding the failure of delegation as a rent extraction tool for P

whenever the monotonicity constraints of the no-supervision problem are slack. In this subsection, we

will use our three type model to analyze how the performance of delegation reacts to the existence of

some binding monotonicity constraints.

Proposition 7 Assume that f2 (c1 − c2) < f3 (c2 − c3). A non-monotonic output profile {xn}n=1,2,3,
such that x3 ≥ x1 > x2 is delegation implementable together with the following {un, rn}n=1,2,3:

u1 = 0 r1 = 0

u2 = (c1 − c2)x1 − f3
f2
(c2 − c3) (x1 − x2) r2 = 0

u3 = (c1 − c2)x1 + (c2 − c3)x1 r3 = (c2 − c3)x2

The proof for the proposition is in the appendix. This proposition demonstrates the implementabil-

ity of a non-monotonic output profile through delegation. It also reveals some information about the

desirability of such an implementation for P. With the outcome above, the expected information rent P

has to pay is f3u3 + f2u2 + f1u1, which is identical to f3u
0
3 ({xn}) + f2u02 ({xn}) + f1u01 ({xn}). There-

fore, this leaves P with the same objective function as in the no-supervision problem (23). When the

monotonicity constraint x2 ≥ x1 is not binding for (23), implementing a non-monotonic profile through
the above procedure will not be desirable for P. This is also consistent with the statement of Proposition

3. However, if x2 ≥ x1 is a binding constraint, the above outcome may improve P ’s payoff since P does
not have to respect that constraint any more. Once S is present, output levels need only be monotonic
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within each information set of S, but not across them. This introduces a channel for delegation to

improve upon no-supervision.

8 Conclusion

In this paper, we have provided a justification for third party supervision even when this third party

can collude with the supervised agent. We model the supervisor’s information as a connected partition

of the agent’s type space, and we model collusion as a side contract that is offered by the supervisor

after the grand contract is announced by the principal. The outside option for this side contract is the

non-cooperative play of the game that is induced by the grand contract. Therefore, the principal can

affect the type dependent opportunity cost of collusion through his choice of the grand contract. We

show that the principal can increase his payoff with the introduction of the supervisor. Although the

supervisor - agent coalition would be better off by collectively misrepresenting certain states of nature,

the principal can rule out such behavior with the appropriate manipulation of the outside option of

collusion.

In our framework, delegation amounts to a special class of grand contracts which are not responsive

to the agent’s report. Under delegation, the outside option for collusion becomes the shut down of

production and therefore the principal loses his power to manipulate the type dependent opportunity

cost of collusion. As a result, delegation performs as badly as no-supervision for the principal as long as

the monotonicity constraints of the no-supervision implementation problem are slack.

The increase in the principal’s payoff does not necessarily indicate an overall efficiency gain for the

society. We show that social welfare may decline with the introduction of the supervisor.

By modeling collusion as a take it or leave it offer from the supervisor, we assumed that the supervisor

is the party with all of the bargaining power at the collusion stage. Alternatively, we could let the agent

or a benevolent outsider make the collusion offer. In either case, informational asymmetry is still a source

of coalitional inefficiency39, and our failure and relevance results are still valid under these alternative

formulations of collusion.

39In case that the agent is the party who is making the collusion offer, his problem can be regarded as the problem of

an informed mechanism designer who could signal his information with the offer he makes. See Maskin and Tirole (1990,

1992) on this.
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9 Appendix

9.1 Proof for Proposition 1 (Characterization of Collusion Feasible Out-

comes)

• Necessity

Let {xn, un, rn}n∈N be a collusion feasible outcome. From the definition of collusion feasibility, we

know that there exists a grand contract GC = {MS ,MA, x (·) , t (·) , w (·)}, and a collusive equilibrium
of GC, {µ (·) ,β (·)}, that attains {xn, un, rn}n∈N.
{µ (n) ,β (n)}n∈dl must be a solution to the maximization problem stated in the definition of collusive

equilibrium. Consider the following modification of the problem, where the objective function is the same

but the choice set is further constrained:

max
{m(n),b(n)}n∈dl

(X
n∈dl

fn [w (m (n)) + b (n)]

)
s.t.

t (m (n))− b (n)− cnx (m (n)) ≥ t (m (n0))− b (n0)− cnx (m (n0)) for all n, n0 ∈ dl (3)

t (m (n))− b (n)− cnx (m (n)) ≥ t (µ (n))− β (n)− cnx (µ (n)) for all n ∈ dl (31)

m (n) ∈ {µ (n0) : n0 ∈ N} for all n ∈ dl (32)

Constraint (32) dictates that any message pair suggested by the supervisor should be the equilibrium

messages for some type. And constraint (31) is a further strengthening of (4). Since {µ (n) ,β (n)}n∈dl
satisfies all the additional constraints, it is an optimal solution of this modified version of the problem

as well. Given {µ (n) ,β (n)}n∈dl and any {m (n) , b (n)}n∈dl which satisfies (32), we can define functions
{n̂ (n) , r̂ (n)}n∈dl such that:40

n̂ (n) : µ (n̂ (n)) = m (n)

r̂ (n) : r̂ (n) = t (m (n))− cnx (m (n))− b (n)

Note that if {m (n) , b (n)}n∈dl = {µ (n) ,β (n)}n∈dl , then n̂ (n) = n and r̂ (n) = t (µ (n)) − β (n) −
cnx (µ (n)) = rn. With a change of the choice variables, we can rewrite the modified optimization

problem above:

max
{n̂(n),r̂(n)}n∈dl∈{N×<}

#dl

X
n∈dl

fn
£
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − r̂ (n)

¤
s.t.

AIC (n0|n) : r̂ (n) ≥ r̂ (n0) + (cn0 − cn)xn̂(n0) for all n, n0 ∈ dl
AIR (n) : r̂ (n) ≥ rn for all n ∈ dl

40If {µ (·) ,β (·)} instructs to send the same messages for different states of the nature, there may be more than one n0
that satisfies the equation µ (n0) = m (n) . In that case the function n̂ (n) can assume the value of any such n0.
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where {n, rn}n∈dl is an optimal solution. Since this is true for any arbitrary l, any collusion feasible
outcome satisfies condition (5).

• Sufficiency

Suppose {xn, un, rn}n∈N satisfies condition (5). We have to provide a grand contract, a non-

cooperative equilibrium, and a collusive equilibrium that would induce {xn, un, rn}n∈N. As the grand
contract, we will use GC∗ = {M∗S ,M∗A, x∗ (·) , t∗ (·) , w∗ (·)} such that M∗A = N, M∗S = L, and

x∗
³
l̂, n̂
´

=


xn̂, if l̂ = l (n̂)

xn(l̂), if l̂ > l (n̂)

xn(l̂), if l̂ < l (n̂)

t∗
³
l̂, n̂
´

=


rn̂ + cn̂xn̂, if l̂ = l (n̂)

rn(l̂) + cn(l̂)xn(l̂), if l̂ > l (n̂)

rn(l̂) + cn(l̂)xn(l̂), if l̂ < l (n̂)

w∗
³
l̂, n̂
´

=

 un̂ − rn̂, if l̂ = l (n̂)
w, if l̂ 6= l (n̂)

where w is a real number smaller than un − rn for all n. Also recall n (l) = min {n ∈ dl} and n (l) =
max {n ∈ dl} are the least and the most productive types in information set dl respectively.
GC∗ is a direct contract, where the players are asked to reveal their information to P. If both S and

A respond truthfully, GC∗ leads to the outcome {xn, un, rn}n∈N. Suppose S and A send messages that
contradict, i.e., l (n̂) 6= l̂. In that case, GC∗ treats A as if he is a type in information set dl̂. Among

the output - transfer pairs consistent with dl̂, A is assigned to the one that maximizes type n̂ ’s utility.

Whenever the messages contradict, S is punished by being paid w as well.

We will show that the truthful behavior, {σ∗ (l) = l,α∗ (n) = n} , is a non-cooperative equilibrium of
GC∗. Moreover, the truthful behavior also supports a truthful collusive equilibrium, where the messages

reveal the information that the coalition has and there is no side transfer within the coalition. Formally,

{µ∗ (·) ,β∗ (·)} is a collusive equilibrium supported by {σ∗ (·) ,α∗ (·)} , where

µ∗ (n) = (l (n) , n)

β∗ (n) = 0

for all n.

i) {σ∗ (·) ,α∗ (·)} is a non-cooperative equilibrium of GC∗.

First, we will show that A’s truthful revelation of his type is weakly dominant. Here is the payoff for
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type n agent as a function of the messages, n̂ and l̂ :

rn̂ + (cn̂ − cn)xn̂, if l̂ = l(n̂)

rn(l̂) +
³
cn(l̂) − cn

´
xn(l̂), if l̂ < l(n̂)

rn(l̂) +
³
cn(l̂) − cn

´
xn(l̂), if l̂ > l(n̂)

If S behaves truthful and sends l̂ = l(n) to P, optimality of A’s truthful revelation (α (n) = n) follows

from AIC (n0|n) for all n0 ∈ dl (n) at {n̂ (n) , r̂ (n)}n∈N = {n, rn}n∈N . If S sends l̂ < l(n), agent type

n can secure any utility level in the form of rn0 + (cn0 − cn)xn0 , where n0 ∈ dl̂. From the constraints

AIC
³
n0|n

³
l̂
´´
and AIC

³
n
³
l̂
´
|n0
´
, we know that xn(l̂) ≥ xn0 for all such n0. This fact, together with

AIC
³
n0|n

³
l̂
´´

and cn < cn0 imply n
³
l̂
´
∈ argmaxn0∈dl̂ {rn0 + (cn0 − cn)xn0} . Note that by sending

his true type to P, type n agent can achieve his maximum possible payoff under the assumption that S

sends l̂. So α (n) = n is still a best response to S ’s message. With a symmetric argument, same is true

for l̂ > l (n) . Therefore, the strategy α (n) = n is weakly dominant.

Given α (n) = n, S gets a payoff of un − rn if she sends l, or w if she sends another message. By

construction, w is smaller than un− rn for all n. Therefore, the truthful strategy, σ (l) = l, is optimal in
the ex post sense.

ii) {µ∗ (·) ,β∗ (·)} is a collusive equilibrium of GC∗ (supported by {σ∗ (·) ,α∗ (·)}).
First, note that {µ∗ (n) ,β∗ (n)}n∈dl satisfies the constraints (3) and (4) for all l. The first constraint is

identical toAIC at {n̂ (n) , r̂ (n)}n∈N = {n, rn}n∈N , and the second one is a tautology. For {µ∗ (·) ,β∗ (·)}
not to be a collusive equilibrium, there must exist l̃ and {m (n) , b (n)}n∈dl̃ , that would satisfy constraints
(3) and (4), and also give a higher value for the objective function, i.e.,X

n∈dl̃
fn [w (m (n)) + b (n)] >

X
n∈dl̃

fn [w (µ
∗ (n)) + β∗ (n)] (33)

Let {x̃ (n) , ũ (n) , r̃ (n)}n∈dl̃ be the production and rent division rule following {m (n) , b (n)}n∈dl̃ :

x̃ (n) = x∗ (m (n))

ũ (n) = t∗ (m (n)) + w∗ (m (n))− cnx∗ (m (n))
r̃ (n) = t∗ (m (n))− cnx∗ (m (n))− b (n)

when we substitute these and {xn, un, rn}n∈dl̃ in inequality (33),X
n∈dl̃

fn [ũ (n)− r̃ (n)] >
X
n∈dl̃

fn [un − rn] (34)

Notice that GC∗ allows for only the output levels that are induced by {xn, un, rn}n∈N. For the S
- A coalition to get the output level x̃ (n), there should exist n0 ∈ N such that x̃ (n) = xn0 . Moreover,
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the highest gross transfer (that is transfer plus wage) that the coalition can get by production of xn0 is

un0 + cn0xn0 . Therefore, for every n ∈ dl̃, there exists ñ (n) ∈ N such that:

x̃ (n) = xñ(n)

ũ (n) ≤ uñ(n) +
¡
cñ(n) − cn

¢
xñ(n)

From this fact and inequality (34),X
n∈dl̃

fn
£
uñ(n) +

¡
cñ(n) − cn

¢
xñ(n) − r̃ (n)

¤
>
X
n∈dl̃

fn [un − rn] (35)

By construction of {m (n) , b (n)}n∈dl̃ , constraints (3) and (4) are satisfied. Also note that the same
constraints are identical to AIC and AIR at {n̂ (n) , r̂ (n)}n∈dl̃ = {ñ (n) , r̃ (n)}n∈dl̃ . Then, (35) is a
contradiction to (5). Therefore, {µ∗ (·) ,β∗ (·)} is a collusive equilibrium of GC∗.

iii) {xn, un, rn}n∈N is a collusion feasible outcome.
This follows from the definition of collusion feasibility and the equations below:

xn = x∗ [µ∗ (n)]

un = t∗ [µ∗ (n)] + w∗ [µ∗ (n)]− cnx∗ [µ∗ (n)]
rn = t∗ [µ∗ (n)]− β∗ (n)− cnx∗ [µ∗ (n)]

9.2 Proof for Lemma 1

Equation (10) states that the least productive type in an information set receives his reservation value.

The utility for the other types are determined by downward adjacent AIC constraints. If rn was

smaller than that is specified in (10), either a d−AIR or a downward adjacent AIC constraint would

be violated. If rn was larger instead, S could decrease it without violating any AIC or d−AIR
constraints.

To prove (11), consider n, n− 1 ∈ dl. Suppose S offers a side contract that misreports type n as type
n− 1. Formally, consider {n̂ (i) , r̂ (i)}i∈dl such that n̂ (n) = n− 1, n̂ (i) = i for all i 6= n, and r̂ (i) = ri
for all i. AIC and d−AIR constraints at (6) defined for l are satisfied.41 The change in the objective

function is fn [un−1 + (cn−1 − cn)xn−1 − un]. For {n̂ (i) , r̂ (i)}i∈dl not to raise the objective function,
(11) must hold.

To prove (12), consider (6) for dl again. Suppose S offers a side contract that misreports all

types in dl as n (l − 1) . Formally, consider {n̂ (n) , r̂ (n)}n∈dl such that n̂ (n) = n (l − 1) and r̂ (n) =
41d−AIR are intact since there is no change in ri. Since a delegation feasible outcome is also a collusion feasible one,

WPM holds for i ∈ dl. UnderWPM, AIC (n|i) is intact, if i < n and relaxed otherwise.
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¡
cn(l) − cn

¢
xn(l−1), for all n ∈ dl̃. AIC and d−AIR constraints at (6) defined for l are satisfied.42 This

deviation gives
P
n∈dl fn

£
un(l−1) +

¡
cn(l−1) − cn(l)

¢
xn(l−1)

¤
as the value of the objective function.43 For

this value to be smaller than the original one,X
n∈dl

fn (un − rn) ≥
X
n∈dl

fn
£
un(l−1) +

¡
cn(l−1) − cn(l)

¢
xn(l−1)

¤
which is identical to (12).

9.3 Proof for Lemma 2

• Step 1: (13) is satisfied for l = 1.

From (10) and the construction of uon (·) , uon ({xn}) = rn for n ∈ d1. And from the participation

constraint of S for l = 1,
P

n∈d1 fn (un − rn) ≥ 0.

• Step 2: If (13) is satisfied for l, then un(l) ≥ uon(l) ({xn}) .

First observe that we can rewrite (10) as

rn − rn0 = uon ({xn})− uon0 ({xn}) for n, n0 ∈ dl (36)

The hypothesis of the claim requires the existence of k ∈ dl such that uk ≥ uok ({xn}) . From (11) and

(36),

un(l) − uk ≥ rn(l) − rk
un(l) − uk ≥ uon(l) ({xn})− uok ({xn})

un(l) − uon(l) ({xn}) ≥ uk − uok ({xn}) ≥ 0 (37)

We need one more step to start an iteration:

• Step 3: If un(l−1) ≥ uon(l−1) ({xn}) , then (13) holds for l.

The hypothesis of the claim and (12) implyX
n∈dl

fnun ≥
X
n∈dl

fn

h
uon(l−1) ({xn}) +

¡
cn(l−1) − cn(l)

¢
xn(l−1) + rn

i
(38)

From (10) and construction of the function uon (·) :

uon(l−1) ({xn}) +
¡
cn(l−1) − cn(l)

¢
xn(l−1) + rn = uon ({xn}) . (39)

When we substitute this into the right-hand side of (38), we get (13).

Step 1 shows that (13) holds for l = 1. Steps 2 and 3 show that if (13) holds for l − 1, it holds for l
as well. By iteration, we conclude that (13) is satisfied by all l.

42{n̂ (n) , r̂ (n)}n∈dl is constructed as a result of a side contract that offers a single output - transfer pair, rather than a
menu of such pairs. AIC constraints follow from this fact. d−AIR are satisfied, since r̂ (n) is non-negative for all n.

43Note that the surplus for S is uniform over dl.
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9.4 Proof for Proposition 5 (Relevance)

We need to show that a set of weakly monotonic output levels, together with the information rent and

utility levels specified in (14) and (15) are implementable given conditions (16) to (19).

The ex-post participation constraints, (7) and (9), are satisfied since uon is increasing in n and (16)

holds.44 To establish implementability we should also show that the outlined outcome is collusion

feasible, and therefore satisfies condition (5). At {n̂ (n) , r̂ (n)}n∈N = {n, rn}n∈N , AIR constraints are

tautologically satisfied. For n /∈ dl̃, AIC (n0|n) follows from IC (n0|n) .45 For n ∈ dl̃, and n > k,

constraint IC (n0|n) and Ψ > 0 imply AIC (n0|n) . For n ∈ dl̃, and n, n0 ≤ k, IC (n0|n) is again sufficient
for AIC (n0|n) . However, for n ∈ dl̃ and n ≤ k < n0, we need a more detailed analysis:
We can write the AIC (n0|n) constraint as

(cn − cn0)xn0 ≥ rn0 − rn. (40)

Recall that n ≤ k. From the construction of {rn}n∈dl , AIC(n0|n) can be rewritten as

(cn − cn0)xn0 ≥ (uon0 − uon) +Ψ (41)

(cn − cn0)xn0 ≥
¡
uon0 − uok+1

¢
+
¡
uok+1 − uok

¢
+ (uok − uon) +Ψ

From IC (n0|k + 1) , Proposition 246, and IC (k|n) , we can derive a sufficient condition for (41):

(cn − cn0)xn0 ≥ (ck+1 − cn0)xn0 + (ck − ck+1)xk + (cn − ck)xk +Ψ
(cn − ck+1) (xn0 − xk) ≥ Ψ (42)

which is implied by (17), since cn ≥ ck, and xn0 ≥ xk+1.
Therefore, the constraints of the programs in (5) are satisfied at {n̂ (n) , r̂ (n)}n∈N = {n, rn}n∈N.

Thus, the only reason for (5) to fail could be the existence of some l and {n̂ (n) , r̂ (n)}n∈dl that would
satisfy the constraints AIC, AIR and give a higher value for the objective function, i.e.,X

n∈dl
fn
£
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − un

¤−X
n∈dl

fn [r̂ (n)− rn] > 0. (43)

GivenAIR constraints,
P
n∈dl fn [r̂ (n)− rn] is non-negative. Therefore, a necessary condition to induce

a higher value for the objective function is the existence of a room for the coalitional efficiency. Formally,

we need n such that

un < un̂(n) +
¡
cn̂(n) − cn

¢
xn̂(n), where n̂ (n) ∈ N. (44)

44In this section we will drop the argument of function uon (·) , to ease the notation.
45Recall that IC constraints of the no supervision implementation are satisfied by {uon} .
46Proposition 2 implies uok+1 = uok + (ck − ck+1)xk.
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The IC constraints on {uon} and ∆ ≥ 0 imply that there exists no such n, that is weakly smaller than
k. For n > k, we can rewrite (44) as

¡
cn̂(n) − cn

¢
xn̂(n) > un − un̂(n). (45)

From the construction of {un}n∈dl , a necessary condition for (45) is¡
cn̂(n) − cn

¢
xn̂(n) > uon − uon̂(n) −∆¡

cn̂(n) − cn
¢
xn̂(n) >

¡
uon − uok+1

¢
+
³
uok+1 − uon̂(n)

´
−∆. (46)

From IC (k + 1|n) and IC (n̂ (n) |k + 1) , we can also derive a necessary condition for (46):
¡
cn̂(n) − cn

¢
xn̂(n) > (ck+1 − cn)xk+1 +

¡
cn̂(n) − ck+1

¢
xn̂(n) −∆

∆ > (ck+1 − cn)
¡
xk+1 − xn̂(n)

¢
(47)

Given condition (18), two necessary conditions for the inequality (47) are n = k + 1 and n̂ (k + 1) ≤ k.
Since k + 1 ∈ dl̃, the only information set that has the potential to support a coalitionally efficient
deviation is dl̃. And such a deviation {n̂ (n) , r̂ (n)}n∈dl̃ would require n̂ (k + 1) ≤ k.
Rewrite (43) for l̃:X

n∈dl̃
fn
£
un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) − un

¤
>
X
n∈dl̃

fn [r̂ (n)− rn] (48)

From the argument above, an upper bound for the left-hand side is fk+1∆.We can also construct a lower

bound for the right-hand side too. Since {n̂ (n) , r̂ (n)}n∈dl̃ satisfies the constraints of (5), AIC (k + 1|k)
implies

r̂ (k) ≥ r̂ (k + 1) + (ck+1 − ck)xn̂(k+1). (49)

We will substitute in AIR (k + 1), invoke the fact that n̂ (k + 1) ≤ k, and subtract rk from each side:

r̂ (k)− rk ≥ (rk+1 − rk) + (ck+1 − ck)xk (50)

It follows from the construction of {rn}n∈N that

r̂ (k)− rk ≥ uok+1 − uok +Ψ+ (ck+1 − ck)xk. (51)

And finally, since uok+1 = u
o
k + (ck − ck+1)xk,

r̂ (k)− rk ≥ Ψ. (52)

Therefore, a lower bound for
P
n∈dl̃ fn [r̂ (n)− rn] is fkΨ. Condition (19) implies that (48) cannot be

satisfied with {n̂ (n) , r̂ (n)}n∈dl̃ that does not violate AIC and AIR.
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9.5 Proof for Proposition 6

We already know that the outcome suggested by the proposition is implementable and it improves over

the no-supervision optimal solution. Under the monotone hazard rate assumption, a necessary condition

for improving over the no-supervision optimal solution is satisfying the following inequality:

f3u3 + f2u2 < f3u
o
3 ({xn}) + f2uo2 ({xn})

= (f3 + f2) (c1 − c2)x1 + f3 (c2 − c3)x2 (53)

Therefore, an upper bound for P ’s payoff with implementable outcomes that satisfy (53) will also be a

global upper bound on P ’s payoff with any implementable outcome.

Let {xn, un, rn}n=1,2,3 be an implementable outcome that satisfies (53). Assume k ∈ {1, 2} . And
consider the following deviation {n̂ (n) , r̂ (n)}n=2,3 to {n, rn}n=2,3, where both types 3 and 2 are pooled
with type k, such that n̂ (3) = n̂ (2) = k. For the AIC constraints to hold, it must be r̂ (3) = r̂ (2) +

(c2 − c3)xk. By setting r̂ (2) = max {r2, r3 − (c2 − c3)xk}, we also satisfy the AIR constraints. For this

deviation not to increase the value for the objective function:

f2 (u2 − r2) + f3 (u3 − r3) ≥ (f2 + f3) [uk + (ck − c2)xk − r̂ (2)]
f2 (u2 − r2) + f3 (u3 − r3) ≥ (f2 + f3) [uk + (ck − c2)xk −max {r2, r3 − (c2 − c3)xk}] (54)

Now we will argue that r3 − (c2 − c3)xk ≥ r2. The statement is immediate from WPIC (2|3) for
k = 2. As for k = 1, suppose r3 − (c2 − c3)x1 < r2. Then inequality (54) can be written for k = 1 as:

f2u2 + f3u3 ≥ (f2 + f3) (u1 + (c1 − c2)x1) + f3 (r3 − r2)
f2u2 + f3u3 ≥ (f2 + f3) (u1 + (c1 − c2)x1) + f3 (c2 − c3)x2 (55)

where the last inequality is attained by substituting inWPIC (2|3). Since u1 ≥ 0 (this follows from the

participation constraints), this is a contradiction to (53). Therefore,

r3 − (c2 − c3)xk ≥ r2. (56)

Now, consider another deviation for S, where n̂ (2) = 1, r̂ (2) = r2, n̂ (3) = 3 and r̂ (3) = r3. That

is, she misreports type 2 as type 1 to P and adjusts the bribe such that type 2 is indifferent to this

deviation. Since r̂ (n) = rn, AIR constraints are intact. Given (56) for k = 1, AIC constraints hold as

well. With this deviation, the change in the value for the objective function is f2 (u1 + (c1 − c2)x1 − u2).
Since u1 ≥ 0, for the change in the objective function not to be positive, it must be that

u2 ≥ u1 + (c1 − c2)x1. (57)

Given (56), we can rewrite (54) as:

f2u2 + f3u3 ≥ (f2 + f3) (uk + (ck − c2)xk + (c2 − c3)xk)− f2 (r3 − r2) (58)
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By substituting in (57) and u1 ≥ 0 , we conclude that

f2u2 + f3u3 ≥ (f2 + f3) ((c1 − c2)x1 + (c2 − c3)xk)− f2 (r3 − r2) . (59)

Inequality (59) holds for both values of k. We can write both of these inequalities as follows:

f2u2 + f3u3 ≥ (f2 + f3) ((c1 − c2)x1 + (c2 − c3) x̄)− f2 (r3 − r2) (60)

where x̄ = max {x1, x2} . The bound that is established on f2u2 + f3u3 by inequality (60) is decreasing
in (r3 − r2) . We will derive two upper bounds on the value of (r3 − r2) , too. The first one is

WPIC (3|2) : r3 − r2 ≤ (c2 − c3)x3.

The other results from participation constraints:

r2 ≥ 0

u3 − r3 ≥ 0

When we substitute these into (60), we get

f3u3 + f2u2 ≥
 f3 [(c1 − c2)x1 + (c2 − c3) x̄] + f2 (c1 − c2)x1
−f2min

n
f3

f3+f2
(c1 − c2)x1, (c2 − c3) (x3 − x̄)

o
 (61)

Recall that (61) is satisfied for any implementable outcome for which (53) holds. Therefore, solution to

the following maximization problem is an upper bound on P ’s expected welfare

max
{xn,un,rn}n=1,2,3

f3 [W (x3)− c3x3] + f2 [W (x2)− c2x2] + f1 [W (x1)− c1x1]− f3u3 − f2u2 (62)

subject to (61).

The optimal solution to this maximization induces x̄ = x2. To see this, suppose x2 < x̄ = x1. Then

the first order conditions require W 0 (x2) = c2 < W 0 (x1) = c1 + f3+f2
f1

(c1 − c2) + f2
f1
(c2 − c3) , which is

a contradiction to x2 < x1. Note also that x3 > x̄, with a similar argument. Therefore, another way to

write (62) is

max
{xn,un,rn}n=1,2,3


f3 [W (x3)− c3x3] + f2 [W (x2)− c2x2] + f1 [W (x1)− c1x1]

−f3 [(c1 − c2)x1 + (c2 − c3)x2] + f2 (c1 − c2)x1
+f2min {(c2 − c3) (x3 − x2) , (c1 − c2)x1}

 (63)

subject to x3 ≥ x2 ≥ x1.
Since the outcome defined in Proposition 6 is an optimal solution to problem (63) as well, it is an

optimal implementable outcome.

37



9.6 Proof for Proposition 7

The participation constraints for A (7) and S (8) are satisfied. (Note that f3 (u3 − r3) + f2 (u2 − r2) =
(f3 + f2) (c1 − c2)x1 ≥ 0.) Given f2 (c1 − c2) < f3 (c2 − c3), delegation feasibility (6) is satisfied for
l = 1, since there is no room for coalitional improvement for l = 1.

The remaining condition is (6) for l = 2. We start with observing AIC and d−AIR constraints are

satisfied at {n̂ (n) , r̂ (n)}n=2,3 = {n, rn}n=2,3 . For (6) to fail, there must exist {n̂ (n) , r̂ (n)}n=2,3 which
satisfies AIC and d−AIR, and gives a higher value for the objective function. AIC (2|3), together
with x2 = min {xn}n=1,2,3 imply r̂ (3) ≥ r3. For {n̂ (n) , r̂ (n)}n=2,3 to improve on {n, rn}n=2,3, there
must exist n and n̂ (n) such that un̂(n) +

¡
cn̂(n) − cn

¢
xn̂(n) > un.

The only possible coalitional improvement is type 2’s imitating another type. The maximum value

for un̂(2) +
¡
cn̂(2) − c3

¢
xn̂(2) − u2 under deviation {n̂ (n) , r̂ (n)}n=2,3 is f3f2 (c2 − c3) (x1 − x2).

Due to AIC (2|3) and d−AIR(2), with such a deviation, the rent for type 3 is r̂ (3) ≥ r2 +

(c2 − c3)xn̂(2) ≥ (c2 − c3)x1. Compared with the original side contract, this implies a minimum loss

by the amount r̂ (3) − r3 = (c2 − c3) (x1 − x2) for S, whenever A is type 3. When weighted with the

probabilities, S ’s gain whenever A is type 2 is totally consumed by her loss whenever A is type 3.

Therefore, there is no profitable {n̂ (n) , r̂ (n)}n=2,3 for S.
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