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Abstract

The paper looks at the problems involved in making international comparisons of prices
at the first stage of aggregation, where detailed information on expenditure weights may
not be available. However, even in this situation, it is argued that a target index concept
should be defined that may require information on expenditure weights. With a target
index defined, then various “practical” approximations to the ideal target index can be
evaluated. The paper suggests a weighted generalization of Summer’s Country Product
Dummy (CPD) method for making international price comparisons. It is argued that this
weighted CPD method is a natural generalization of Theil’s stochastic approach to index
number theory (where there are only two countries in the comparison with each country
purchasing positive amounts of all commodities) to the case where there are many
countries and not every commodity is transacted in each country.
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1. Introduction

This paper takes a systematic look at some of the problems that are involved in making
international comparisons of prices. We focus on the problems that occur at the first

stage of aggregation, where accurate information on expenditure weights that are
associated with price information collected by individual countries at the basic heading

! My thanks to Bert Balk, Yonas Biru, Angus Deaton, Yuri Dikhanov, Peter Hill, Alice Nakamura, Sergey
Sergeev and Prasada Rao for helpful comments. Earlier versions of this paper were presented at the
Workshop: Estimating Production and Income Across Nations at UC Davis, Institute of Governmental
Affairs organized by Robert Feenstra, April 13-14, 2004, and on May 25 and September 23, 2004 at
meetings of the Technical Advisory Group for the International Comparisons Project at the World Bank,
Washington, D.C. This research was partially supported by the World Bank and a SSHRC research grant.
Neither institution is responsible for any views expressed in the paper.



level is not available.”> Without information on weights, “normal” index number theory is
not applicable.” Hence, the present paper will focus on statistical or stochastic
approaches to the index number problem at this first stage of aggregation. However, in
some sections of the paper, we assume that information on appropriate expenditure
weights is available and under these circumstances, we consider weighted stochastic
approaches for making international comparisons of prices. These weighted approaches
can serve as target concepts for the more practical unweighted stochastic approaches.

The most promising statistical approach to the multilateral aggregation problem at the
first stage of aggregation is the Country Product Dummy (CPD) method for making
international comparisons of prices, proposed by Robert Summers (1973). In section 2,
we will review the algebra of this method assuming that we are attempting to make an
international comparison of prices between C countries over a reasonably homogeneous
group of say N items. In this section, we also assume that no expenditure weights are
available for the price comparisons and that exactly K outlets are sampled for each of the
N items in each of the C countries. Thus there are CNK price quotes collected across all
of the countries. This generalizes the usual CPD method in that we model price
variability right down to the level of the individual prices that are collected by the
countries involved in the comparison.*

In section 3, the assumption that an equal number of price quotes for each product is
collected by each country in the comparison is dropped; i.e., we develop the algebra of
the Country Product Dummy method without assuming equal sample sizes for each
product in each country. We also allow for gaps in the data. This model is our basic
unweighted CPD model.

Section 4 specializes the model presented in section 3: we consider the special case where
price information on a particular product is collected in only one country. Intuitively, it
seems reasonable that prices on a product that are collected in only one country should
have no effect on the Purchasing Power Parities between the countries and this intuition
turns out to be correct.

Section 5 is the key section in the paper. In this section, we assume (unrealistically) that
each country is able to collect price and quantity information for every transaction that
took place in the reference period for the class of products that are included in the basic
heading category. With this information, it is possible to set up a weighted version of the
CPD least squares regression problem that is consistent with normal index number
theory, where prices are weighted according to their economic importance. Although the
model developed in this section is not immediately “practical”, it is important because it

? For additional material on this first stage aggregation problem, see Hill (2004) and Rao (2004).

? At higher stages of aggregation where information on prices and quantities (or expenditures) are available,
many satisfactory multilateral aggregation methods exist; see Balk (1996) (2001) or Diewert (1999) for
surveys of the various methods.

* The CPD models described by Hill (2004) and Rao (2004) work with models that have aggregated

product prices over outlets within a country so that their models work with CN prices rather than our CNK
prices.



gives statisticians a reasonable target index. Given this target index, various
approximations to it can then be evaluated.

To show that the target ideal index that is defined in section 5 is indeed a reasonable
index, in section 6, we specialize the general multilateral model presented in section 5 to
the case of two countries. In this two country case, the PPP between the two countries
can be worked out as an explicit index number formula. We find that the resulting
bilateral index has very reasonable properties and it turns out to closely approximate a
superlative bilateral index number formula.

Sections 7 and 8 are not required reading for the remainder of the paper but they do
present some material that may be of some interest. It is well known that Theil (1967;
136-137) developed a simple stochastic approach to bilateral index number theory where
the logarithm of his suggested index is simply the mean of a certain discrete distribution
of the logarithms of the price relatives for the products in the two countries being
compared. In sections 7 and 8, we present two discrete distribution interpretations for our
basic model that was presented in section 5 and we argue that the section 5 PPP’s are
suitable generalizations of Theil’s bilateral PPP to the multilateral situation. We note that
the model presented in section 8 has a wider range of applicability; in particular, it could
be applied to hedonic regression models where expenditure information on the various
models is available.

Section 9 returns to the basic model presented in section 5. However, instead of
assuming that complete information on expenditures associated with each collected price
is available, it is assumed that only approximate information on expenditure weights is
available. In particular, it is assumed that each collected price quote can be labeled as
being representative or unrepresentative. We show how the fundamental weighted CPD
model developed in section 5 can be adapted to this situation.

The models presented in sections 3 and 9 (the unweighted CPD and the approximately
weighted CPD model respectively) are the two basic “practical” models that we suggest
should be used in ICP 2004.

Sections 10, 11 and 12 present various numerical examples that illustrate the various
CPD methods that were developed in previous sections.

In section 10, we consider a data set that was constructed by Hill (2004) where he
postulated prices for 10 items and 4 countries. We illustrate the unweighted and
weighted CPD PPP’s suggested in sections 3 and 9 using this data set.

In section 11, we use the data listed in section 10 to illustrate some ideas on linking
countries suggested by Robert Hill.” His basic idea is this: countries which are most

similar in their price structures (i.e., their prices are closest to being proportional across
items) should be linked first. This idea is a very good one at higher levels of aggregation,

> See Robert Hill (1995) (1999a) (1999b) (2001) (2004). The basic idea of spatially linking countries that
have the most similar price and quantity structures dates back to Fisher (1922; 271-272).



where complete price and expenditure data are available, but it is not obvious that the
same methodology can be applied at the elementary level, where complete data on
expenditures associated with each price quote are missing. In section 11, we construct an
example which indicates that the bilateral linking approach of Robert Hill is not
appropriate when data are sparse. Thus, we feel that the multilateral models developed in
sections 3 and 9 are more appropriate at this first stage of aggregation where complete
price and quantity information on each product will not be available.

Cuthbert and Cuthbert (1988; 57) introduced an interesting generalization of the Country
Product Dummy method that can be used if information on representativity of the prices
is collected by the countries in the comparison project along with the prices themselves.
Hill (2004) explains this method in some detail and he called the method the extended
CPD Method or CPDR Method. In section 12, we examine this CPRD method. Our
tentative conclusion is that the CPRD method is likely to be an improvement over the
unweighted CPD method suggested in section 3 but it is not likely to be an improvement
over the weighted CPD method suggested in section 9, which is our preferred method.

A complication that we have not dealt with up to now is that the current ICP project is
proceeding in two stages. The world is divided up into 6 regions® r with C(r) countries in
each region r for r = 1,...,6. Within each of the 6 regions, PPP’s at the basic heading
level will be constructed more or less independently for each region. In the second stage,
the regions will be linked. In section 13, we consider some of the complications involved
in modeling this situation. It turns out that our preferred model presented in section 9 can
readily be adapted to deal with this somewhat complicated linking problem. In section
13, we explain that there are two variants of the theory that could be used. In one variant,
the regions are linked using the fixed within region parities that have been estimated by
the regions. In the other variant, the between region and within regions are estimated at
the same time. Sections 14 and 15 present a numerical example that illustrates the two
variants.

Up to this point, the paper is concerned with linking at the basic heading level. In section
16, we briefly consider the problem of linking the regions at the final stage of aggregation
under the assumption that at least for some regions, the within region parities are to be
respected.

Section 17 concludes.

2. The Country Product Dummy Method with Equal Item Sample Sizes Across
Countries

The Country Product Dummy (CPD) method for making international comparisons of
prices can be viewed as a very simple type of hedonic regression model that was

% The 6 regions are: (1) Africa with 50 participating countries; (2) Latin America with 10 countries; (3)

Asia with 23 countries; (4) Commonwealth of Independent States (CIS) with 12 countries; (5) Western
Asia with 13 countries and (6) the OECD and EU countries with 40 participating countries. Thus there are
147 participating countries in all.



proposed by Robert Summers (1973) where the only characteristic of the commodity is
the commodity itself. The CPD method can also be viewed as an example of the
stochastic approach’ to index numbers. In this section, we will review the algebra of this
method assuming that we are attempting to make an international comparison of prices
between C countries over a reasonably homogeneous group of say N items.® In this
section, we also assume that no expenditure weights are available for the price
comparisons and that exactly K outlets are sampled for each of the N items in each of the
C countries. Thus there are CNK price quotes collected across all of the countries. These
assumptions are not very realistic but it is useful to present this model as an introduction
to more complex models.’

It should be noted that aggregation of prices in the International Comparisons Program
(ICP) of the World Bank takes place at two levels of aggregation:

* Aggregation at the basic heading level;
* Aggregation above the basic heading level.

Aggregation at the basic heading level generally proceeds without expenditure weights
whereas aggregation above the basic heading level uses national expenditure weights for
the class of transactions that are in the domain of definition for each basic heading
category of transactions. This paper is concerned only with the aggregation problem for
a particular basic heading category where expenditure weights for each outlet price are
not generally available.'’

Let penk denote the price of item n in outlet k in country ¢c forc =1,...,.C;n=1,....N; k=
1,....,K. Each item n must be measured in the same quantity units across countries but the

7 See Theil (1967; 136-138), Balk (1980) and ~ Selvanathan and Rao (1994) for examples of the stochastic
approach to index number theory. A main advantage of the CPD method for comparing prices across
countries over traditional index number methods is that we can obtain standard errors for the country price
levels. This advantage of the stochastic approach to index number theory was stressed by Summers (1973)
and more recently by Selvanathan and Rao (1994).

¥ Using the language of the International Comparison of Prices (ICP) project, we are making a comparison
of prices at the basic heading level. In the current ICP project headed up by the World Bank, there are 155
basic headings.

? A special case of the present model can be obtained by setting K equal to 1 and the price p ¢y can be set
equal to the geometric mean of all of the outlet prices collected for product n in country c. The geometric
mean is chosen over other methods for aggregating the outlet prices because, in the absence of weights, it
seems to have the best axiomatic properties; e.g., see Diewert (2004). (Note however, that when
aggregating using geometric means, the micro prices should not approach zero). This is the “traditional”
CPD model and it is discussed by Hill (2004) and Rao (2004) in some detail. The problem with this model
is that it neglects of the variability of the outlet prices within a country c, product n, cell. The advantage of
the traditional CPD model is that the associated algebra is much simpler and hence, much easier to
understand.

' Thus the aggregation problem to be studied in the present paper is a generalization to the case of C
countries or time periods from the case where C equals 2, which is the usual elementary index number
aggregation problem studied in the time series context, for the case of comparing prices over two periods
when no expenditure weight information is available. See Hill (2004) and Rao (2004) for additional
discussion of the more complex interspatial aggregation problems at the first stage of aggregation when no
weight information is available.



prices can be in local currency units. The basic statistical model that is assumed is the
following one:

(1) Penk = acbnUenk ; c=1,..C;n=1,...N;k=1,....K

where the a. and b, are unknown parameters to be estimated and the ucx are
independently distributed error terms with means 1 and constant variances. The
parameter a. is to be interpreted as the average level of prices (over all items in this group
of items) in country c relative to other countries and the parameter b, is to be interpreted
as the average (over all countries) multiplicative premium that item n is worth relative to
an average item in this grouping of items. Thus the a. are the basic heading country price
levels that we want to determine while the b, are item effects. The basic hypothesis is
that the price of item n in country ¢ is equal to a country price level a, times an item
commodity adjustment factor b, times a random error that fluctuates around 1. Taking
logarithms of both sides of (1) leads to the following model:

(2) Yenk = Ol T P+ €cnk ; c=1,..C;n=1,...N;k=1,....,K
where yenk = In penk, Oc = In ag, P = In b, and €cni = In uepk.

The model defined by (2) is obviously a linear regression model where the independent
variables are dummy variables. The least squares estimators for the o and f, can be
obtained by solving the following minimization problem:

(3) min, ; {Se-1 Saet™ Siet [Yonk = ¢t = Bul’}-

However, it can be seen that the solution for the minimization problem (3) cannot be
unique: if a. forc= 1,...,Cand Bn* forn=1,...,N solve (3), then so does O + y for c =
1,...,Cand [Sn* -y forn=1,...,N, for any arbitrary number y. Thus it will be necessary to
impose an additional restriction or normalization on the parameters o and 3, in order to
obtain a unique solution to the least squares minimization problem (3). Two possible
normalizations are (4) or (5) below:

4)a;=0 or a;=1;
(5) Eczlc a.=0or Hc:1C a.= 1.

The normalization (4) means that country 1 is chosen as the numeraire country and the
parameter a. for ¢ = 2,...,C is the PPP (Purchasing Power Parity) of country c relative to
country 1 for the class of commodity prices that are being compared across the C
countries. On the other hand, the normalization (5) treats all countries in a symmetric
manner: the geometric mean of the PPP’s a, is set equal to 1."' In this section, we will
choose to work with the normalization (5)."

"' Note that [Je-,“ a. = 1 is equivalent to [Je-; a./“ = 1.
12 However, if we obtain a solution to the least squares minimization problem (3) subject to the
normalization (5), say oy, 0, ... , ¢, P1, P2, ... , Pn, then the solution to (3) subject to the



Initially, we ignore the constraint (5) and we differentiate (3) with respect to o and 3, for
c=1,...,Cand n = 1,...,N and set the resulting partial derivatives equal to 0. The
resulting C + N equations simplify to the following equations:

(6) Snct™ Shet™ Yok = NK 0 + K S0t B ; c=1,..,G
(7) ECZIC EkZIK Yenk = K ECZIC Ol +CK ﬁn 5 n= 1a~ . .,N.

If we tentatively set 31 a. = 0, then equations (7) imply the following least squares
solutions for the B,:

(8) Bn* = ECZIC Ekle Yenk/CK n=1,....N.

Thus B is simply the arithmetic average of all of the log prices yen = In penk of item n
over all countries and all outlets. Now substitute equations (8) into (6) and we obtain the
following least squares solutions for the o:

(9) O('c’x< = EHZIN EkZIK Yan/NK - Enle ﬁn*/N 5 c= 1,...,C
= EnZIN EkZIK Yan/NK - ECZIC EnZIN EkZIK Yan/CNK-

Thus each a. is equal to the arithmetic average of the logarithms of all item prices in
country c less the global arithmetic average of the logarithms of all item prices over all
countries.

We need to check that the o, defined by (9) satisfy the restrictions (5):

(10) ECZIC ac* = ECZIC {EnZIN EkZIK Yan/NK - EdZIC EnZIN EkZIK dek/CNK}
= ECZIC EnZIN EkZIK Yan/NK -C EnZIN EkZIK dek/CNK
=0

Thus (8) and (9) give the unique solution to the least squares minimization problem (3)
subject to the normalization (5). Note in particular that this solution can be calculated
simply by calculating various averages of log prices without having to do any
complicated matrix inversions."

normalization (4) is ocl* =0, ocz* - onl*, s occ* - ocl*, [31* + ocl*, [32* + on*, . BN* + ocl*. Rao (2004) works
with the normalizations (4) for the special case of our model where K=1, whereas Hill (2004) introduces an
additional parameter to represent the overall logarithmic mean of the prices and then imposes the extra two
normalizations oy = 1 and f; = 1. With these extra normalizations, the overall mean price parameter
becomes the mean logarithmic price for product 1 in country 1. All three methods of normalization will
lead to the same relative purchasing power parities but the resulting confidence intervals for the PPP’s in
the three models will be somewhat different. For computing confidence intervals, the normalization (5) is
the most appropriate one for ICP purposes.

" This solution is well known in the analysis of variance literature; e.g., see Rao (1965; 209-211). For
additional references to the statistics literature on this type of model, see Hill (2004).



It is of some interest to calculate the difference between any two of the log parities
between say countries ¢ and d:

(D) e =g =So1™ Dot Yeu/NK = 3i1€ St Tt ® i/ CNK
— {3 Dt Y/ NK = i1 TN St yi/CNK using (9) twice
= EnZIN EkZIK Yan/NK - EnZIN EkZIK dek/NK-

Using (11) and the definitions yen = In penk, we can calculate the PPP parity between
countries ¢ and d as follows:

(12) a/aqg = exp[ozc* - ad*]
= HnZIN nkZIK pcnkl/NK / HnZIN nkZIK pdnkl/NK-

Thus the PPP between countries ¢ and d can be calculated as the geometric mean of all of
the country c prices divided by the geometric mean of all of the country d prices. Hence
the PPP’s are transitive in this equal sample size case so that [ac/aq] [ad/ae] = [ac/ac] for
any 3 countries, ¢, d and e."* Note also if we dropped some countries from the
comparison, then as long as the sample of prices in the remaining countries was not
altered, the PPP’s in the remaining countries would remain invariant in the ratio form
given by (12). This is a very useful property.

Once the least squares estimators B, and o have been determined by (8) and (9) above,
the sample residuals ek can be calculated as follows:

(13) €cnk = Yenk — O — Pu 3 c=1,.,Cin=1,...N; k=1,.. K.

Standard least squares regression theory'” tells us that these residuals may be used in
order to calculate the following unbiased estimator for the variance o* of the true error
terms €enk:

(14) 62 = 30t Sot™ Sier® een/[CNK = (C = 1 +N)].

Note that if all of the sample residuals e.x happen to equal 0, then the international
sample of prices satisfy the following equations:

(15) penk = ac by ; c=1,..C;n=1,...N;k=1,....,K

where a. = exp[ozc*] forc=2,...,Candb, = exp[[Sn*] forn=1,...,N. Thus if all of the
sample residuals e.,x equal 0, then the item prices are proportional across the C countries
in the comparison and a. is the factor of proportionality for country c. In the general
case where the sample residuals e are not all equal to 0, then o™ defined by (14) can

' This result was obtained by Triplett and McDonald (1977) in the context of a hedonic regression model.
For the case where K = 1, Ferrari, Gozzi and Riani (1996), Hill (2004) and Rao (2004) obtained this result.
"% See for example Theil (1971; 114).



serve as a quantitative measure of the lack of proportionality of the international sample
of prices or as a measure of the relative dissimilarity of the prices.'®

In order to work out the distribution of the estimated log parities o, , we need to calculate
the means and variances of the o, . Using equations (2), (5) and (9), it can be shown that
the mean and variance of o, are given by the following expressions:

(16) Eoc =ot; c=1,..C;
(17) Var o, =[C - 1]0* / CNK ; c=1,..C.

If in addition to our previous assumptions, we assume that the eq are independently
normally distributed with means 0 and variances o7, then it can be shown'’ that the
following statistics have t distributions with CNK - (C - 1 +N) degrees of freedom:

(18) [t — 0 J[TCNK]"/[C - 11" 6™ ; c=1,..C;
where o is the square root of the o defined by (14).

We turn now to the much more realistic case where the item sample sizes are not equal
across countries and where some countries may not be able to find some of the N items in
their countries.

3. The Unweighted Country Product Dummy Method with Unequal Sample Sizes

In real life applications of the CPD method for making international comparisons of
prices, it is almost never the case that all items from the common list of N items can be
priced in all countries in the comparison. In fact, it can happen that an item from the
common list is only present in a single country. In this section, we show how the equal
sample size model presented in the previous section can be modified to deal with these
difficulties.

We need to introduce some additional notation. For country ¢ and item n, let K(c,n) be
the number of item n price quotes that are collected in country c. Define the total number
of item n price quotes that are collected across all C countries as K(0,n); i.e.:

(19) K(0,n) = K(1,n) + K(2,n) + ... + K(C,n) ; n=1,..N.

Define the total number of price quotes collected in country ¢ over all items and outlets as
K(c,0); i.e.:

' If we want to bound the dissimilarity measure between 0 (minimum dissimilarity) and 1 (maximum
dissimilarity), then we could use the measure o Y[1+c™]. Diewert (2002a) took an axiomatic approach to
measures of relative price dissimilarity but considered only the case of two countries. For the case C = 2,
Allen and Diewert (1981) suggested the sum of squared sample residuals (which is (14) times a constant) as
a measure of nonproportionality of two price vectors.

1" See for example Theil (1971; 131).
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(20) K(c,0) = K(c,1) + K(c,2) + ... + K(c,N) ; c=1,..C.

For any c,n, it can happen that K(c,n) = 0, which means that no item n prices were
collected in country c. However, we assume that row and column totals, K(0,n) and
K(c,0), are all positive so that the price of item n is collected in at least one country and
each country collects at least one item price. The total number of item prices collected
over all countries is K and this total can be obtained by summing the K(0,n) over n or the
K(c,0) over c; i.e., we have:

Q2D K =S SN K(eon) = St “ K(c,0) = St ™ K(0,n).

The following linear regression model is a counterpart to the equal sample size model (2)
presented in the previous section:

(22) Yenk = Oc t ﬁn"" €enk 5 c=1,..,Cn=1,. N; k= l,...,K(c,n)

where yenk = In penk as in section 2, the o and P, are parameters to be estimated and the
genk are independently distributed error terms with means 0 and variances 0. If for any ¢
and n, K(c,n) = 0 so that there are no item n prices collected in country c, then the
corresponding equations in (22) are dropped.

The least squares estimators for the o, and B, can be obtained by solving the following
minimization problem:

(23) min, , {Se1 Saet™ St [Yenk = 0te = Bul’}-

As in the previous section, the parameters o, and 3, cannot be uniquely identified so we
will choose to set the purchasing power parity of country 1, a; = exp[a;], equal to 1,
which implies the following normalization on the parameters appearing in (23):

24) a; = 0.

After substituting (24) into (23), we can differentiate (23) with respect to o, as, ..., d¢
and set the resulting partial derivatives equal to 0. The resulting C — 1 equations simplify
to the following equations:'®

(25) K(C,O)O(c + EnZIN K(Con)ﬁn = EnZIN Ekle(c,n) Yenk 5 Cc= 2739' . -7C~

Now differentiate (23) with respect to Pi,...,pn and set the resulting partial derivatives
equal to 0. The resulting N equations simplify to the following equations:"

(26) ECZZC K(C,H)OLC + K(O,l’l)ﬁn = ECZIC Ekle(c,n) Yenk 5 n= 1,. . .,N.

" If K(c,n) = 0, then the corresponding ye terms on the right hand side of (25) are omitted.
" If K(c,n) = 0, then the corresponding ye terms on the right hand side of (26) are omitted.
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The system of estimating equations (22), with (24) imposed, can be written in matrix
form as follows:

a

27)y=X 5 +e

where ¢ is a column vector of the €., y is a column vector of the yenk, o = [0, .. Lacl’, B
= [B1,....A~]" and X is a K by C — 1 + N matrix of dummy variables whose elements are
equal to 0 or 1. The vector of least squares estimators for the o and B vectors which
occur in (27) is given by:

(28) [Z } — (XX 'XTy

where o = [0, a3,..., ac [ and B = [B1, P2 »..., Pn 1" It turns out that the C — 1 + N
by C - 1 + N matrix X"X can be obtained by reading off the coefficients of the a. and f,
in equations (25) and (26). More explicitly, we have:

CKQ20 0 .. 0 K@D KQ22) .. K2N)]

0 KGO .. 0 KGD) KG32) .. KGN)

| o 0 .. K(CO0) K(CI) K(C2) .. K(C,N)

@XX=| poly kG . KCDhH KO o . o |
K22 KG32) .. KC2 0 K02 .. 0

K@.N) KGN) .. K(CN) 0 0 .. K(ON)

This matrix can readily be constructed using the item sample sizes K(c,n) and the sums of
these sample sizes across countries by item, the K(0,n), and the sample sizes across items
by country, the K(c,0).”

It turns out that the C — 1 + N column vector matrix X'y can be obtained by reading off
the sums on the right hand sides of equations (25) and (26). More explicitly, we have:

% See Rao (2004) and Dikhanov (2004; 3) for an explicit formula for (X TX)‘1 in the case where there is at
most one product price for each country.
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K(2, n)
2nk

Ez
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K(cl)
Vel
K)c 2)

C
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50y Ky = EE Emcm
e

K(CN)
DD

Thus the first element on the right hand side of (30) is the sum of all of the log prices
collected in country 2, the second element is the sum of all of the log prices collected in
country 3, ... , and the C — 1 element is the sum of all of the log prices collected in
country C. The last N elements on the right hand side of (30) are: the sum of all the item
1 log prices collected over all countries, the sum of all the item 2 log prices collected over
all countries, ... , and the sum of all the item N log prices collected over all countries.”’

Once X'X and X'y have been calculated using (29) and (30), it is straightforward to
calculate the vectors of least squares estimators for the a and f vectors using (28).%

Having calculated o” and f" using (28), we can now calculate the sample residuals ee
using the following equations:*

(31) Ccnk = Yenk — O — Pu 3 c=1,.,C;n=1,...N; k=1,... . K(c.,n).

Standard least squares regression theory”* tells us that these residuals may be used in
order to calculate the following unbiased estimator for the variance o” of the true error

terms €cnk:

(32) 67 = et Tt Tt “ O e /[K - (C - 1 +N)]

*! Some countries ¢ participating in the International Comparison Project may be forbidden to release the
individual log price product data, y.,, for various reasons. By examining (29) and (30), it can be seen that
the central processing agency can calculate the elements of X'X and X'y provided that each country ¢
reports the following data to the center: K(c,1), K(c,2),..., K(c,N) (the number of prices collected in country
¢ for each item n) and 11" “? yei S1et““? yeos oo Sier N yonx (the sum of the outlet log prices for
each item n in country c). Thus as long as each product cell has more than one outlet price collected for it,
individual price data need not be forwarded to the central processing agency.

*2 Using the results in the Appendix, it can be seen that a sufficient condition for the existence of the

inverse for X'X is that there exists a country that collects at least one price quote for each of the N
commodities in the basic heading category.

3 Define ocl* =0.

** See for example Theil (1971; 114).
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where K = S 3.0 K(c,n) is the total number of price quotes collected across all
countries.”

Define the first C—1 diagonal elements of (X' X)™' as ¢2, ¢s, ... , dc. Assuming that the
true residuals e are independently normally distributed with mean 0 and variance o,
then it can be shown™ that the following statistics have t distributions with K - (C - 1
+N) degrees of freedom:

(33) [ae — o] ¢/ 0 ¢=2,..C
where o2 is defined by (32).

Comparing our new distributional results (33) with our previous distributional results in
the equal sample size case, (18) it can be seen that in the present unequal sample size
case, the variances of the o, will vary as the ¢ vary (whereas this did not happen in the
equal sample case). Note that the variance of o, will decrease if ¢, decreases. It can be
shown that ¢, will decrease as K(c,0) increases, where K(c,0) is the total number of price
quotes collected in country c.”” This makes intuitive sense: the variances on the
purchasing power parities will be smaller for the countries that have collected a larger
number of log price quotes that enter into the overall regression.

As in the previous section, it seems reasonable to use the estimated variance of the
regression, o ~ defined by (32), as an overall measure of the degree of dissimilarity in the
price structures of the countries in the comparison.

In the followmg section, we show that if an item is priced in only one country, then those
1tem prices have no effect on the least squares log purchasing power parities, o, 03",.
OLC .

4. The Case where an Item is Priced in Only One Country

Consider the model presented in the previous section but suppose now that the prices for
item or product n* are collected only in country c¢*.*® In this section, we show that the

» Formula (31) requires the individual log price data  y.y in order to calculate the individual log price
residuals e.,. As before, it may not be possible for some countries ¢ to give the central processing agency
the individual log price data. In this case, note that for each ¢ and n, Sic/*“ e = Siet““™ [yenk — e —
Bu 1 = it you® = 203" yeudlot” + Bu’] + K(en) N’ + Bo 1% Thus in order to calculate
St ¥ e, country ¢ needs to report only the sum of the log prices for each product 0, St Yk
over all outlets k, the sum of the squares of the log prices for each product n, > Kem Yan , over all outlets
k and the number of price quotes collected in each product n cell, K(c,n). Recall that this information set is
also sufficient to calculate the a, and the Bn*.

%6 See for example Theil (1971; 131).

*" The diagonal element of X "X that corresponds to ¢ is K(c ,0); see the northwest block of (29). It turns
out that 9¢c(t)/at = —[¢.]~> where t = K(c,0). Thus ¢, decreases as K(c,0) increases. This last result can be
derived using the matrix differentiation formula dA™'(t)/dt = - A™'(t) [dA(t)/dt]A™(t).

2
8 We assume c* = 1.
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least squares purchasing power parities from the full sample of prices are identical to the
least squares purchasing power parities that result from a least squares model that simply
omits the prices of item n* from the sample of prices.

Since item n* is priced only in country c*, we have:

(34) K(c*,n) = 0 for all n = n* and
(35) K(c,n*) =0 for all ¢ = c*.

Thus, using (34), equation n = n* in (26) becomes:
(36) K(c*,n%)0ter + K(c*,0%)Bax = Sict K€ yeunni
Using (35), equations (25) for ¢ = c* become:

(37) En:Lngn* N K(C,H)Olc + En:Lngn* N K(Con)ﬁn = En:Lngn* N Ekle(c,n) Yenk 5
c=2,3,....Cbutc = c*.

Equation (25) for ¢ = c* can be rewritten in the following form:

(38) [Sotre ¥ K(#1) + K09t + [Sot e K(A0) + (%P,
= En:Lngn* N EkZIK(C ) Ye#nk + EkZIK(C ) Yern*k.

Now subtract (36) from (38) and we obtain the following equation:
(39) En:Lngn* N K(c*,n)ac + En:Lngn* N K(C*an)ﬁn = En:Lngn* N Ekle(c*m) Ye#nk -

Thus if o, 03 ,..., ac and Bi’, B2 ..., P satisfy the full sample equations (25) and
(26) in the previous section, then we have shown that 012*, (13*,. . ac and the [Sn* forn =
n* satisfy equations (37) and (39) and equations (26) for all n but excluding the equation
for n*. But this latter set of C-1 plus N-1 equations are the precise counterparts to the
full sample equations (25) and (26), except that all log prices pertaining to commodity n*
are dropped from the comparison.

Thus we can obtain the least squares logarithms of the purchasing power parities, the o,
a3 ,..., ac , in one of two equivalent ways if commodity n* is priced only in country c*:
(a) we can solve the full sample set of least squares equations (25) and (26) in the
previous section or (b) we can drop commodity n* from the comparison, solve equations
(37), (39) and equations (26) (omitting the equation for n = n*) in order to obtain the
same parities 0(2*, OL3*,. - ac?

* Equation (36) may be used to calculate B« if we take alternative path (b).
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Thus if an item is priced in only one country, then these item prices do not enter into the
least squares purchasing power parities between the C countries in the comparison.*

In the following section, we develop a weighted counterpart to the unweighted model
presented in section 3.

5. The Weighted Country Product Dummy Model with Unequal Sample Sizes

The stochastic model of prices described by (22)-(24) in section 3 above assumed that
each log price ye.x was of equal importance in the least squares minimization problem
(23). However, best practice index number theory typically involves weighting prices by
their economic importance. Thus a particular log price may represent a transaction that
has either a large or small expenditure associated with it and it does not seem “fair” that
prices that represent large expenditures are given the same weight as those representing
small expenditures. However, there are several ways that this economic importance
could be measured. One could weight by either the guantities transacted in the two
situations or by the expenditures pertaining to that component. However, since we are
comparing prices across large and small countries, then using either of these two methods
of weighting will give too much weight to the large countries. Hence, we will follow the
example of Theil (1967; 136-137) and weight the importance of each log commodity
price by its share in the country’s national expenditures in the class of commodities under
consideration in the comparison.”’ Note that this weighting scheme is a “democratic”
weighting scheme, where each country’s prices are given the same aggregate weight, as
opposed to a “plutocratic” weighting scheme, which would give more weight to countries
that had larger expenditures (in a common currency) on the class of expenditures under
consideration.

Note that we are considering a rather idealized situation in this section, where instead of
collecting a sample of prices for the commodity group under consideration, we envisage a
situation where the national price collector has detailed price and associated expenditure
data on every transaction made in the country on the relevant class of commodities
within the reference period. With the advent of scanner data, this assumption is not
completely unrealistic but even if the relevant data are not available, it is useful to work
out what the “best” purchasing power parities would be if all relevant information were
available. This ideal case can then provide some guidance for price collection strategies
in non-ideal cases.

Thus in the present section, items 1 to N now are regarded as a comprehensive and
complete list of all items in the relevant domain of definition for the basic heading price
comparison project under consideration over all countries in the comparison. We also
assume that within each country, we have a comprehensive listing of each transaction for

* However, these item n* prices would enter into the estimated variance 0% defined by (32) if the full
sample were used in the comparison.

3! Other papers that pursue a weighted approach are Prasada Rao (1990), (1995) (2001) (2002) (2004),
Heston, Summers and Aten (2001), Sergueev (2001) (2003) and Hill (2004). The approach in this section
generalizes the approach taken by Rao down to the level of individual transactions.
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each of the N items. Thus for item n in country ¢, we assume that there are K(c,n)
transactions involving the item® and that the unit value price for the kth such transaction
is penk and the associated quantity transacted is qenx for k = 1,2,...,K(c,n). As in section 3,
Venk = In penk 1S the logarithm of the price penx. Within each country ¢, we use the prices
and quantities penk and qenk in order to form the following transactions expenditure shares:

(40) Senk = Penklenk / D=1 Ejle(c’“) Peiieij 5 n=1,...N;k=1,...K(c,n).
For each country c, these expenditure shares sum up to 1:
(41) EIFIN EkﬂK(C,H) Senk = 1 3 c=1,...,C.

Our weighted according to economic importance counterpart to the unweighted least
squares minimization problem (23) in section 3 is:

(42) min, ; {Sest Soet™ Diet " Senk [Yenk = ot = Bul’}-

As in section 3, the parameters o and 3, cannot be uniquely identified so we will choose
to set the purchasing power parity of country 1, a; = exp[a,], equal to 1, which implies
the following normalization on the parameters appearing in (43):

(43) oy = 0.

In order to obtain a classical regression model that has a solution consistent with the least
squares minimization problem (42) subject to the constraint (43), we need to multiply
each yqnx by the square root of the associated expenditure share s,k defined by (40); i.e.,
the counterparts to our linear regression equations (22) are now the following equations:

12 12 12
(44) Senk "~ Yenk = Senk ~ OleF Senk ~ Pn T €enk 3 c=1,....C;n=1,...N; k=1,....K(c,n)

where yex = In penk as in section 3, the o, for ¢ = 2,...,C and B, for n = 1,....,N are
parameters to be estimated (a; is set equal to 0) and the e are independently distributed
error terms with means 0 and variances o”. If for any ¢ and n, K(c,n) = 0 so that there are
no item n prices collected in country c, then the corresponding equations in (44) are
dropped.

In order to rigorously justify the linear regression model (44), we need to assume that the
variance of ycuk 1S proportional to sk forc=1,....C;n=1,..N; k = 1,...,K(<:,n).33

32 Of course, K(c,n) could be 0. Note that the K( c,n) that appears in this section (the number of transactions
involving commodity n in country c) is very much bigger than the K(c,n) that was used in section 3, which
denoted the number of price quotes collected for product n in country c.

3 An alternative way for justifying the weighted model (44) is to argue that each logarithmic price In Penk
should be repeated according to its economic importance; i.e., if consumers are spending e, dollars on
commodity n in country ¢, then In p,° should appear e times in the regression instead of only once. In
order to standardize these weights across countries, we change the e, weight to s¢.



17

This means that the smaller is the expenditure share sk, the bigger will be the variance
of yenk. This assumption may not be precisely justified from a statistical point of view but
we feel that solving the weighted least squares problem (42) leads to very reasonable
purchasing power parities from the viewpoint of classical index number theory, where
weighting by economic importance is regarded as being extremely important. It is worth
quoting Irving Fisher on the importance of weighting:

“It has already been observed that the purpose of any index number is to strike a ‘fair average’ of the price
movements—or movements of other groups of magnitudes. At first a simple average seemed fair, just
because it treated all terms alike. And, in the absence of any knowledge of the relative importance of the
various commodities included in the average, the simple average is fair. But it was early recognized that
there are enormous differences in importance. Everyone knows that pork is more important than coffee and
wheat than quinine. Thus the quest for fairness led to the introduction of weighting.” Irving Fisher (1922;
43).

“But on what principle shall we weight the terms? Arthur Young’s guess and other guesses at weighting
represent, consciously or unconsciously, the idea that relative money values of the various commodities
should determine their weights. A value is, of course, the product of a price per unit, multiplied by the
number of units taken. Such values afford the only common measure for comparing the streams of
commodities produced, exchanged, or consumed, and afford almost the only basis of weighting which has
ever been seriously proposed.” Irving Fisher (1922; 45).

Thus we argue that since the statistical model defined by (44) corresponds to the
weighted least squares minimization problem (42) that uses economic weighting, then the
statistical model (44) will be theoretically consistent with economic weighting and be
approximately correct from a statistical perspective so that it can be used to provide
approximate standard errors for the estimated purchasing power parities.>

After substituting (43) into (42), we can differentiate (42) with respect to o, as, ..., d¢
and set the resulting partial derivatives equal to 0. The resulting C — 1 equations simplify

to the following equations:™>

(45) EnZIN Ekle(c,n) Senk Ole + EnZIN Ekle(c,n) Senk ﬁn
= EnZIN Ekle(c,n) Senk Yenk 5 €= 2739' . -7C~

Now differentiate (42) with respect to Pi,...,pn and set the resulting partial derivatives
equal to 0. The resulting N equations simplify to the following equations:™

** There is another way of proceeding and that is to solve the weighted least squares problem but instead of
assuming the stochastic specification given by (44), assume that ye.x = o + Py + €cx Where the €., are
independently distributed and have mean zero and variance 6°. Thus we still solve equations (45) and (46)
for the weighted least squares a.* and f,* but the resulting parameter estimates are no longer minimum
variance unbiased for the new stochastic specification. However, the resulting estimates are still unbiased
under the new stochastic specification and they are representative from the viewpoint of index number
theory. Hill and Timmer (2004) and Deaton (2004) take this point of view.

¥ If K(c,n) = 0, then the corresponding  yey terms in equations (45) can be omitted. Alternatively, we can
set the corresponding sum of expenditure shares, 31" seu, equal to 0. We follow this latter convention
in equations (47) and (48) which follow shortly.
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(46) EC—Z Ek— Scnk o+ EC 1 Ek Kien Senk ﬁn
_EC 1 Ek— Scnchnk, n=1,....N.

As in section 3, we can write the system of estimating equations (44) in the matrix
dummy variable form (27) and as before, the vector of least squares estimators for o =
[02,...,ac] and B = [B1,....B n]" can be defined using (28). Thenew C -1+ Nby C - 1
+ N matrix X'X can be obtained by reading off the coefficients of the o, and f, in
equations (45) and (46). More explicitly, we have:

(47) X'X =

0 0 N K(C,n) K(C.1) K(C,N)
K@D K@) K(C,1) c (.1
E T e SR, DT

K(2 2) K(3,2)
Ek=1 S3k

It should be noted that 3, 34t s = 1 for ¢ = 2.3,...,C and so the C-1 by C-1
block in the northwest corner of the expression (47) for X'X is equal to Ic_;, an identity
matrix of rank C-1.

The above matrix can readily be constructed using the country shares on each transaction,
the Senr. It turns out that the C — 1 + N column vector matrix X'y can be obtained by

% If K(c,n) = 0, then the corresponding  yey terms in equations (46) can be omitted. Alternatively, we can
set the corresponding sum of expenditure shares, Ek:IK(C’") Senks €qual to 0. We follow this latter convention
in equations (47) and (48).

TN K(2,1) K(2,1) K(2,N)
En=12k=l Syt 0 0 Ek=1 Sy1k Ek=l s
0 N K(3.n) 0 K(3.0) K(3,N)
TR SO e SO

K(z,/v) K(3,N) K(C,N) 0 C s
Ek=1 SNk Ek=1 Sank e Ek=1 Sck Ec=12=
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reading off the share weighted sums on the right hand sides of equations (45) and (46).
More explicitly, we have:

K(2,n)

En 12 2nky2nk
K(3 n)

E" 1 E S3nky3nk

N K(C n)
(48) XTy — En 12k Sanndk

-1
K(c,D)
y SakVek

c k
C K)c2)
Ec=1 Ek=1 ScakYeok
K(c N)
Ec 12 Senk Y enk

Thus the first element on the right hand side of (48) is the share weighted sum of all of

the log prices collected in country 2, the second element is the share weighted sum of all

of the log prices collected in country 3, ..., and the C — 1 element is the share weighted

sum of all of the log prices collected in country C. The last N elements on the right hand

side of (48) are: the share weighted sum of all the item 1 log prices collected over all

countries, the share weighted sum of all the item 2 log prices collected over all countries,
, and the share weighted sum of all the item N log prices collected over all countries.

Once X'X and X'y have been calculated using (47) and (48), it is straightforward to
calculate the vectors of least squares estimators for the o and 3 vectors using (28). In the
Appendix, we develop a sufficient condition for the existence of the inverse of X' X.”’

Having calculated o” and f" using (28), we can now calculate the sample residuals ee
using the following equations:>®

(49) €cnc = Senk > [Yenk — Oe. = P 1 c=1,..C;n=1,...N; k=1,....K(c,n).

Standard least squares regression theory’’ tells us that these residuals may be used in
order to calculate the following unbiased estimator for the variance o” of the error terms
€k Which appear in the transformed linear regression model (44):

(50) 0 Ec 1 En— Ek=1K(C7n) ecnkz/[K -(C-1+N)]

where K = S .01 K(c,n) is the total number of price quotes collected across all
countries.

%7 The sufficient condition is the existence of a country that has a transaction for each of the N commodities
in the basic heading category.

38 Define ocl* =0.

% See for example Theil (1971; 240).
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Define the first C—1 diagonal elements of (X' X)™' as ¢2, ¢s, ... , dc. Assuming that the
true (transformed) residuals €.,k are independently normally distributed with mean 0 and
variance o, then it can be shown™ that the following statistics have t distributions with K
- (C =1 +N) degrees of freedom:

(1) [oe - o] ¢/ 0 ¢=2,..C
where o2 is defined by (32).

As in previous sections, it seems reasonable to use the estimated variance of the
regression, o ~ defined by (50), as an overall measure of the degree of dissimilarity in the
price structures of the countries in the comparison.*!

In the following section, we test the reasonableness of the share weighted least squares
estimators for the country PPP’s by looking more closely at the case where there are only
two countries in the comparison.

6. The Weighted Country Product Dummy Model for the Two Country Case

In order to gain some insight into the structure of the weighted country product dummy
purchasing power parities defined in the previous section, in this section we consider the
case where there are only two countries involved in the price comparison. In this case,
equations (45) and (46) become the following equations:

(52) Sot™ St o 0 + St et ¥ s B
= En— Ek 1 Scnk Yenk 5

(53) [Siet ™ s + Ek 1 ™ So0k]Bn n=1,...N
KQ

Ek— Slnk Yink T Ek 1O ok Vonk — Dk=1 ) Sonk Ol

St s e ok + et Sonk [Yank — 2]

The N equations in (53) may be used to solve for the B, in terms of o,,.** If we substitute
these equations into equation (52), we obtain a single equation in the single unknown, o,.
The solution to this equation is:

(54) 0 = WS NS F Ejle(z’n) [t s+ St “son ]! S1niS2nj IN[Poni/Pinil }
where the total weight factor W is defined as

(55) W = S S KO 3 KO 13 KOs+ S Y0 ] S nisan)-

0 See for example Theil (1971; 240).

*! For related ideas, see Hill an Timmer (2004).

“2 We need to assume that the share sums [ Ek:IK(l’") Sink T Ekzlm’") Sonk] are greater than 0 forn= 1,...,N.
This means that for each item n, at least one country has a transaction involving that item.
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Thus it can be seen that ., is a somewhat complicated weighted average of all possible
log price relatives of an item n price in country 2 relative to an item n price in country [
(these are the In[panj/pini] Over all possible positive prices for n in both countries) over all
items n. Since the weights are symmetric in the data for the two countries, it can be seen
that the bilateral index number formula defined by the exponential of (54) satisfies the
time reversal test. It can also be seen that the index number formula defined by (54)
and (55) can deal with situations where say item n* has transactions in one country but
not the other. In this situation, it can be seen that these item n* prices play no role in (54)
since the corresponding item transaction shares will be zero in one of the two countries
and thus the prices of item n* will be zeroed out in the formula (54).* Examination of
formula (54) shows that greater weight will be placed on the prices that have relatively
large expenditure shares in both countries.*

Finally, let us assume that there is at most one transaction for each item n in each of the
two countries. In this case, formula (54) simplifies to the following formula:

(56) oy = W_IEnZIN [Stn1 + S2n1]™" SiniSani In[pani/pini]
where
7)W= Enle [Sin1 + s2n1]_1 S1n1S2n1.

The above formula allows for one of the item expenditure shares in either country to be
zero for each item but we require at least one item that is priced in both countries.

Finally, if there is exactly one transaction for each item in each country, then the shares
s and sy, are positive for n = 1,...,N and formula (56) further simplifies to the
following one:*

* Thus if we interchanged the data for countries 1 and 2, we find that the interchanged data PPP equals the
reciprocal of the original data PPP; see Fisher (1922; 64) for a formal statement of the time reversal test in
the context of bilateral index number theory. It should be noted that our present model covers a more
general situation than traditional bilateral index number theory where there are N commodities, N positive
prices and N positive expenditure shares in each country. Our present model is based on individual
transactions rather than market totals so that the total number of transactions in each country can be quite
different. Also our present model allows for some items to be present in one country (the corresponding
transaction expenditure shares will be positive in that country) but not in the other (the corresponding
transaction expenditure shares will be zero in that country).

* This property suggests that it may not be necessary to work out a separate penalty structure to penalize
comparisons between countries where the degree of product matching varies between countries since the
transactions weighted country product dummy method for making comparisons automatically adjusts for
the lack of matching. For some related approaches on how to deal with different degrees of product
matching, see Hill and Timmer (2004).

* This is also obvious from the nature of the weighted least squares problem (42).

“ This result was obtained by Diewert (2002b; 4) who showed that this formula was a pseudo superlative
formula; i.e., it approximates a superlative index number formula to the second order around an equal price
and quantity vector for the two countries being compared; see Diewert (1978; 888) for material on
superlative and pseudo superlative indexes.
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(58) 02 = W' Soet™ {(1/2)[8101 17" + (1/2)[5201] ™'} " In[p2ni/pini]
where
(SN W = Dot {(1/2)[s1m I + (1/2)[s2m] 7'}

Note that {(1/2)[s1n1 1" + (1/2)[s2n1]"'} " is the harmonic mean of the country 1 and 2
expenditure shares for item n.

While the bilateral index number formula defined by the exponential of (58) is not known
to be superlative, it will approximate the superlative Térnqvist formula®’ reasonable
closely.

Our overall conclusion at this point is that the transaction share weighted CPD
purchasing power parities defined in the previous section provide a reasonable target set
of parities that could be used in international comparisons of prices.

In the following section, we provide a descriptive statistics justification for the
transaction share weighted CPD purchasing power parities defined in section 5.

7. A Descriptive Statistics Interpretation of the Transaction Weighted CPD Parities

Theil (1967; 136-137) proposed a stochastic approach to making comparisons of prices
between two countries. He argued as follows. Assume that there is only one transaction
for each item in each country so that the prices pin1 and pon are positive and the
associated national expenditure shares s;,; and s, are also positive. Suppose we draw
price relatives at random in such a way that each dollar of expenditure in country one has
an equal chance of being selected. Then the probability that we will draw the nth price
relative is equal to sin1, the country 1 expenditure share for commodity n. Then the
overall mean (country 1 weighted) logarithmic price change for country 2 relative to
country 1 is Sno1™ Sin1 In(pani/pin1). Now repeat the above mental experiment and draw
price relatives at random in such a way that each dollar of expenditure in country 2 has an
equal probability of being selected. This leads to the overall mean (country 2 weighted)
logarithmic price change of Suo1™ Soni In(pani/pin1). Each of these measures of overall
logarithmic price change seems equally valid so we could argue for taking a symmetric
average of the two measures in order to obtain a final single measure of overall
logarithmic price change™. Theil ® argued that a nice symmetric index number formula

" This is the index Pt defined by (60) below.

* “The [asymmetric] price index (1.6) has certain merits. It is, for example, independent of the units in
which we measure the quantities of the various commodities (tons, gallons, etc.). It has the disadvantage,
however, of being one sided in the sense that it is based on the distribution of expenditure in the ath region.
We could equally well apply our random selection procedure to the bth region, in which case, wj, is
replaced by wy, in (1.5) and (1.6). We must conclude that (6) is an asymmetric index number, which is a
disadvantage because the question asked is symmetric: If the price level of the bth region exceeds that of
the ath by a factor 1.2, say, we should expect that the price level of the latter region exceed that of the
former by a factor 1/1.2.” Henri Theil (1967; 137).



23

can be obtained if we make the probability of selection for the nth price relative equal to
the arithmetic average of the country 1 and 2 expenditure shares for commodity n. Using
these probabilities of selection, Theil's final measure of overall logarithmic price change
was

(60) lnPT(pl,pz,Sl,Sz) = Enle (1/2)(s1n1 + s201) In(pP2n1/pint)

where p' and p’ are the N dimensional vectors of country 1 and 2 prices and s' and s” are
the N dimensional vectors of country 1 and 2 expenditure shares.

Theil gave the following statistical interpretation of the right hand side of (60). Define
the nth logarithmic price ratio r, by:

(61) Ih = ln(pznl/plnl) forn = 1,. ,N

Now define the discrete random variable, R say, as the random variable which can take
on the values r, with probabilities p, = (1/2)[ Sin1 + S2n1] for n = 1,...,N. Note that since
each set of expenditure shares, sin; and sy,1, sums to one, the probabilities p, will also
sum to one. It can be seen that the expected value of the discrete random variable R is

(62) E[R] = Sut" puta = Jnct™ (1/2)(Sta1 + $201) In(pani/pint) = InPr(p’,p',s°,s").

using (60) and (61). Thus the logarithm of the index Pr can be interpreted as the
expected value of the distribution of the logarithmic price ratios in the domain of
definition under consideration, where the N discrete price ratios in this domain of
definition are weighted according to Theil’s probability weights, p, = (1/2)[ Sin1 + Soni]
for n = 1,...,N. Taking antilogs of both sides of (60), we obtain the Tornqvist (1936)
(1937) Theil price index, Pr.

Theil’s stochastic approach is a nice one: the logarithm of the price index is simply the
mean of a discrete probability distribution of the log price ratios and it is not necessary to
make assumptions about the exact distribution of error terms. Our goal in this section is
to obtain an analogue to Theil’s approach in our much more complicated framework with
many countries and many transactions in the same item instead of a single transaction in
each item. Note that in the two country case, the situation is simplified because we can
focus on the distribution of relative prices in the two countries. When we move to three
or more countries, there are many relative price ratios and it becomes necessary to shift to
an absolute price level framework with item price effects.

We use the same notation and framework as in section 5. We follow the example of
Theil and define the transaction expenditure share sy as the probability that yeuk = In penk
occurs in country c for the kth transaction of item n in country c. However, this gives us

* “The price index number defined in (1.8) and (1.9) uses the n individual logarithmic price differences as
the basic ingredients. They are combined linearly by means of a two stage random selection procedure:
First, we give each region the same chance _ of being selected, and second, we give each dollar spent in the
selected region the same chance (1/m, or 1/m,) of being drawn.” Henri Theil (1967; 138).



24

a discrete probability distribution of log prices that pertains to prices in a given country c.
We need to consider a global distribution of log prices across all countries. Thus we
assign the global probability that the log price yenk Occurs across all countries as:

(63) Penk = Senk/C ; c=1,....C;n=1,...N; k=1,....K(c,n).

Since the country shares sc,x sum to 1 over n and k for each c, it can be seen that the
global probabilities penk sum to 1; i.e., we have:

(64) ECZIC EnZIN Ekle(c,n) pcnk = 1

Note that we are also following the example of Theil in that the log prices in each country
have an equal chance of being drawn in the global distribution of log prices.

Define Y as a discrete random variable that takes on the values yc.x with probability penk
forc=1,....,C;n=1,....N; k=1,....K(c,n). Thus Y is a discrete random variable that
summarizes the distribution of item prices by their relative transaction importance across
the C countries in the comparison of prices.

In what follows, we will attempt to represent Y as the sum of 3 discrete random variables,
A, B and E, each of which takes on values with the same probabilities as Y. Thus, we
define A, B and E as discrete random variables that take on the values acnk, benk and ecnk
respectively with the probabilities pek for ¢ = 1,...,C; n = 1,...,N; k = 1,...,K(c,n).
However, we will impose some restrictions on the values acn, benk and ec that the
random variables A, B and E take on.

The realizations of the random variable A are restricted as follows:

(65) ajk=a;=0 forc=1;n=1,....N; k=1,....K(1,n);
Acnk = Ol¢ forc=23,....C;n=1,....N; k=1,....K(c,n).

Thus ac is equal to o, with probability pen/Sici™ -1 peij for n = 1,...N and k =
1,...,K(c,n). Note that a,,x depends only on ¢ and equals the constant a. for any
commodity n that is priced in country ¢ and for any outlet k that transacted commodity n
in country ¢. Thus o, can be interpreted as an average country price level effect for log
prices that are collected in country c.

The realizations of the random variable B are restricted as follows:

(66) bepk = Pn forc=1,...,C; k=1,...,K(c,n).

Thus bey is equal to B, with probability pen/Sici¢ Si-1“™™ pinj for ¢ = 1,...,C and k =
1,...,K(c,n). Note that bey depends only on n and equals the constant 3, for any
commodity n that is priced in country ¢ and for any outlet k that transacted commodity n
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in country c¢. Thus (3, can be interpreted as an average product price level effect for log
prices that are collected in any country ¢ for product n.

Thus the discrete random variables A and B have very simple structures: ac,x = o for all
n and k and benx = Py for all ¢ and k.

The random variable E is unrestricted except that we impose the following C+N
restrictions on the ecnk:

(67) o™ St penk €cnic / Dict™ Ejle(.c’i) Peij = 0; c=1,...C;
(68) ECZIC Ekle(c,n) Penk €enk / Ei=1C Ej=1K(l,n) pinj = Oa n= 17- . ~5N*

Conditions (67) can be interpreted as follows. Conditional on a particular country c, the
discrete probability distribution of E takes on the value e, with probability
pcnk/EileEjle(C7i) Peij for n = 1,....N and k = 1,...,K(c,n). Equations (67) impose the
restrictions that each of these C conditional probability distributions has mean 0.
Similarly, conditions (68) can be interpreted as follows. Conditional on a particular item
n, the discrete probability distribution of E takes on the value e.x with probability
Penid/ Dic1® Dot * piy for ¢ = 1,...,C and k = 1,....K(c,n). Equations (68) impose the
restrictions that each of these N conditional probability distributions has mean 0. In what
follows, we interpret E as an “error” random variable and A and B as the systematic parts
of the random variable Y.

We now set Y equal to the sum of A, B and E,

(69) Y =A +B +E,

and we ask whether it is possible to write Y in the additive form (69) where A, B and C
satisfy the restrictions (65)-(68). Using these restrictions, we can use (69) to express the
€enk 10 terms of the yenk, acnk and benk as follows:

(70) Cenk = Yenk — Ole — ﬁn 5 c= 1,,C, n= 1,,N, k= 1,...,K(C,l’l)

where a; = 0.

Using (70), it can be seen that equations (67) and (68) are equivalent to the following
equations:

(71) EIFIN EkZIK(C,n) Senk €cnk = 0; c=1,...,C;
(72) ECZIC Ekle(c,n) Scnk €enk = O, n= 1,. . .,N.

It can be seen that if the last C-1 equations in (71) are satisfied along with the N
equations (72), then the first equation in (71) will also be satisfied.

Now substitute equations (70) into (71) and (72). If we omit the first equation in the
resulting equations, it can be seen that we obtain precisely equations (45) and (46) in
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section 5. Thus the o and B, that are required to obtain the additive decomposition of Y
given by (69) along with the restrictions (65)-(68) can be obtained by setting the o, and
Bn equal to the corresponding weighted least squares estimators o, and B, that solve the

transactions weighted least squares minimization problem (42) subject to the restriction
(43).

Thus the C+N conditional distributions of Y have the same means as the sum of the
corresponding conditional distributions of A and B where the conditional distributions of
A and B are constant with respect to ¢ and n respectively. This decomposition can be
viewed as a suitable generalization of Theil’s stochastic approach to index number
theory.

Why is the above result important? First, we stress the main advantage of Theil’s
stochastic approach. The main advantage of his approach is that it is completely
nonparametric; i.e., we do not have to have to make problematical assumptions as to what
the “true” distribution of log price relatives is: the distribution is simply the
empirical population distribution and we take the mean of this (weighted) log price
distribution as our desired summary measure of this distribution of log price relatives.
Now, as soon as we move to more than 2 time periods or countries, we encounter a new
difficulty; i.e., there are many relative price ratios between countries (not just a single
price ratio for each commodity). To deal with this difficulty, we move away from the
relative price formulation to a price levels formulation but now we have a two
dimensional classification to deal with: the country and product dimensions both
influence price.® A counterpart to Theil's approach in the many country case then is to
assume that the country and product conditional means of log prices (these are the
realizations of the A and B random variables) are the descriptive statistics of interest.

In the following section, we give an alternative descriptive statistics interpretation for the
weighted least squares estimators . and B, that solve the transactions weighted least
squares minimization problem (42) subject to the restriction (43). In order to obtain this
alternative justification, we convert the usual linear regression model that is based on
continuous random variables into a discrete random variable framework.

8. A Discrete Random Variable Approach to Linear Regression Models

Let yenk = In penk be the log price for outlet k for product n in country ¢ and let penk
defined by (63) in the previous section be the global probability that this price occurs
across all countries in the comparison. As in the previous section, we assume that Y is a
discrete random variable that takes on the value ycn with probability penx for ¢ = 1,...,C;
n=1,...Nandk=1,....K(c,n).

As in section 3 above, we assume that the realizations of the random variable Y (the ycnx)
have the following decomposition:

**In the two country case, by considering relative prices, we remove the commodity classification problem.
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(73) Yenk = Oc + P + Uenk ; c=1.,C;n=1,...N;k=1,....K(c,n);
(74) a,=0.

The o + B, terms on the right hand side of (73) are regarded as constants (to be
determined somehow) whereas the terms uc, are regarded as realizations of another
discrete random variable U which takes on the values uc, with probabilities penk for ¢ =
I,...,.C;n=1,....Nand k = 1,...,K(c,n). Note that Y and U have the same probabilities.
The a. + Pn terms on the right hand side of (73) are regarded as the systematic
components of the realizations of the random variable Y while U is regarded as the
“nonsystematic” or “random” part of Y.

It will be convenient to rewrite the model defined by (73) and (74) in the form of a linear
regression model. Thus we rewrite the realizations of Y, the yenk, in terms of a single
index j (rather than in terms of the 3 indexes ¢, n and k) so that {yk :c=1,...,C;n=
1,...N; k=1,..K(cn)} becomes {y;:j=1,....J} where J = 3.,“3.1" K(c,n) is the
total number of price quotations collected over all countries in the comparison for the
particular basic heading under consideration. The probabilities pcnx are also reordered in
terms of a single index j so that the jth log price, yj, now has the probability p; for j =
1,...,J. The model defined by (73) and (74) can now be rewritten as follows:

(75) i = St © 0 Xy vk ; ji=1,...]

where yT = [Y1,...,Ycin1] = [0,...,0c; B1s...,pn] 1s the combined vector of log purchasing
power parities (the o..’s) and the vector of log product premiums (the 3,’s) and the x;x are
known constants, equal to either 0 or 1. The J y; observations in (75) can be stacked into
a vector y = [yu,...,ys]" and we obtain the following linear regression model in matrix
form:

(76)y=Xy+u

where X = [xj] is the J by C+N-1 matrix of dummy variables and u = [u,...,w]" is the
vector of realizations of the random variable U. The vector of probabilities associated
with the discrete random variables Y and U is p = [py,...,p;]" where p; is the probability
associated with y;j and u;, the jth realizations of the random variables Y and U.

In the model defined by (76), it is assumed that we know y and X but that we do not
know the vector of constants y and the “error” vector u at this stage. The matrix X is
regarded as a fixed nonrandom matrix but y and u are regarded as the realizations of
discrete probability distributions where both y; and u; have known probability p; for j =
L,...,J.

Our estimation problem is to determine the vector of fixed effects, y. The principle that
we use to determine the components of y is the following one: we require that, on
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average, the error vector u is orthogonal to each column of the X matrix. This translates
into the following C+N-1 requirements:”'

(77) Si=1’ pi xjkuj=0; k=1,...,C+N-1.

Thus, on average, we require that the “error” vector u be perpendicular to each column of
the X matrix.”

Using matrix notation, conditions (77) can be rewritten as follows:
(78) X" pu=0cin1"

where p is a diagonal J by J matrix with the elements of the vector p running down the

main diagonal. Using (76), the vector u is equal to y — Xy, and replacing u in (78) by y —
Xy shows that conditions (77) are equivalent to the following matrix equation:

(79X pLy =Xyl =0c1’ or

(80) X' py=X'pXy.

Hence if (X' p X)™" exists, the vector y is uniquely determined by (80) as follows:
BDy=X'pX)' X'py.

Thus if (X' p X)" exists, then conditions (77) lead to a unique solution for the vy vector

defined by (81) and hence, the required log PPP’s are determined by this discrete variable
linear regression approach.

Recall the weighted CPD model that was defined by the weighted least squares
minimization problem (42) subject to the normalization (43). Note that if we divide the
country expenditure shares sq,x by the constant 1/C, these sc turn into the country
probabilities penk = Senk/C defined by equations (63) in the previous section. Dividing
each sqx by C will not change the solution to the weighted least squares minimization
problem (42) subject to the normalization (43) but it can be verified that the least squares
minimization problem that modifies (42) by dividing each s.,x by C leads precisely to
equations (80) above. Hence, the y solution defined by (81) will also solve the weighted
least squares minimization problem described in section 5. Thus the model developed in
the present section can be used to justify the weighted least squares model that was used

' If the X matrix consisted of just a single column of ones, then conditions (77) would reduce to the single
condition EJ:IJ p; uj = 0 and this condition is equivalent to requiring that the expectation of the discrete
random variable U be 0; i.e., (77) reduces to EU = 0 in this case. For the case of a general X, conditions
(77) can be interpreted as the conditions EX"U = 0¢_;.n where X is regarded as a fixed matrix.

32 If a linear combination of the columns of the X matrix is equal to a column of ones, then it can be shown
that each column of the X matrix is uncorrelated with U; i.e., we have for each k, 3\ pj[xj — EXui ][y —
EU] =0 where EU = Ej:[J pj ujand EX, = Ej:IJ Pj Xik-
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in section 5. However, even though these two models have the same solution, their
assumptions are different. In particular, there is a sampling theory associated with the
model defined in section 5 so that confidence intervals for the log parities (the o) are
developed there but do not exist for the present model. Thus the model developed in the
present section is again a descriptive statistics model along the lines of Theil’s stochastic
model for the case of two countries. The models in the present section and the previous
section essentially give us various conditional means of a discrete sampling distribution
but there is no distribution theory associated with these conditional means.>

It is possible to follow Theil’s (1967) example and define a measure of goodness of fit of
the model. Thus define the following measure of the degree of nonproportionality of
prices:

82) T=S pilyi - Siet ™ xpvi]>  where the yy are defined by (81)
=y -Xy]'p [y - Xv]
=u'pu where u is defined in (76)
=(1/C) Tert® Tot™ et e’

where the errors e were defined by (49) in section 5.>* It can be seen that T must be
nonnegative. If T equals zero, then prices are exactly proportional across countries. On
the other hand, the more positive T is, then the more nonproportional are the prices across
the countries in the comparison and the more uncertain are the associated PPP’s.

It should be noted that the discrete distribution of errors approach to linear regression
analysis outlined in this section could be applied in many other contexts, including in
particular, hedonic regression analysis where information on model sales is available.

9. The Use of Approximate Sampling Weights

The material in section 5 gives us a theoretical framework for a comprehensive stochastic
approach to the determination of purchasing power parities. However, in real life,
national price statisticians will not be able to collect prices for every item and every
transaction for each item in the applicable transactions domain of definition for the price
comparison project under consideration. Thus only a sample of items will be chosen in
each country and only a sample of transaction prices for each of the chosen items will be

>3 Thus these descriptive models have the disadvantage that we cannot develop confidence intervals for the
country log PPP’s but they have the advantage that we do not have to make particular distributional
assumptions about the error terms as is necessary when using the traditional regression approach. The
major problem with the traditional approach is that it gives rise to endless discussions about what is the
“right” assumption to make about the distribution of the error terms. Our present discrete approach largely
avoids these somewhat fruitless discussions but of course, we still have to make the orthogonality
assumptions (77).

**If a linear combination of the columns of X equal a vector of ones, we can convert T into an R % in the
usual way; i.e., define T, = [y - 1; y* ]Tf) [y - IJy*] where 1 is a vector of ones of dimension J and y "is

the mean of the y; and define R’=1- (T/Ty). If R*=1 (so that T = 0), then prices are exactly proportional
across countries whereas if R* = 0, then prices are essentially randomly distributed across countries and
products.
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collected. If we have absolutely no information on the expenditures that can be
associated with each sampled price quotation, then it would seem that there is nothing we
can do except apply the unweighted CPD method explained in section 3. However, if the
national price collectors can form some judgments about the relative expenditure
importance of the various item prices that are collected, then more can be done.

At present, OECD and Eurostat price statisticians decide whether a price quote is
“representative” or “unrepresentative”.”> Representative prices are given a heavier
weight in the OECD and Eurostat index number computations than unrepresentative

prices.

It is possible to apply the model outlined in section 5 in this sampling framework where
we have representative prices and unrepresentative prices: all that is required is that the
national price statistician form some rough judgment as to the relative size of
expenditures that can be associated with the two types of price quote.”® If the price penk
in country c is regarded as unrepresentative, then it is given the sampling weight wen = 1.
If the price penk in country c is regarded as representative, then it is given the sampling
weight wen which is some multiple of 1, such as 10 if it is thought that 10 times the value
is associated with a representative price quote versus an unrepresentative one. Thus
instead of defining the transactions share s,k corresponding to the price penk by (40), we
use the approximate sampling weights Wk to form estimates for the sq as follows:

(83) Senk = Wenk / Dict™ Dot W 5 n=1,...N;k=1,..K(c,n).

Now all of the algebra developed in developed in section 5 can be applied to this model
where we use the approximate shares defined by (83) in place of the true expenditure
shares.

Since some countries ¢ participating in the ICP may not be able to submit to the central
processing agency the individual log prices for product n and outlet k, yen, for
confidentiality reasons, it will be useful to look carefully at the X' X matrix defined by
(47) and the X'y vector defined by (48) and see what aggregated information from the
countries is sufficient to send to the center for processing into the weighted least squares
estimators for the log PPP’s, the a.. It is evident that each country c needs to report the
following data to the center: Sici" scik Vet Sket ™ Seak Yerks - ket~ Senkc Yok

» Peter Hill (2004) explains the methods used by OECD and Eurostat price statisticians making price
comparisons at the elementary level and calls their methods EKS methods, Variant 1 is essentially due to
Eltetd and Koves (1964) and Szulc (1964). Variant 2 was developed by a group of Eurostat experts and
variant 3 is due to Sergeev (2003). Sergeev (2002; 10) notes a problem with this method: some countries
classify virtually all items as representative whereas other countries do not. However, it should be noted
that these EKS methods are based on the countries reporting to the center only average prices over all
outlets for the product under consideration and then that average price is graded as being “representative”
or “not representative”. The methodology being developed here grades the individual outlet price quotes as
being “representative” or “not representative”. If there is only one price quote per product (as in Hill’s
(2004) examples), then this methodological distinction vanishes.

*% The N items in the model are now interpreted as only a sample of the items rather than the universe of
items.
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(the sum of the national share weighted outlet log prices for each item n in country c
where the sey are defined by (83)°7) and it ™Y sei, SietC? scas wves Siet ¥ senic (the
sum of the national outlet shares for each item n in country ¢ where the sc, are defined
by (83)) Thus as long as each product cell has more than one outlet price collected for it,
individual price data need not be forwarded to the central processing agency in order to
calculate the log PPP’s, the a.’s.

In order to find confidence intervals for the log PPP’s, it is also necessary to calculate the
sum of squared residuals for the weighted regression, Se=1” Snei™ Siet™ O ean’; see (49)
and (50) above. Using definitions (49), we have for each country ¢ and product n, we
have:

* *
(84) Ekle(c,n) ecnk2 = Ekle(c,n) Senk [Yan -0 — ﬁn ]2 . .

* * Ki 2

= Ekle(c,n) Senk Yanz -2 [EkZIK(C,n) Senk Yan] [ac + Bn ] + [EkZI ) Scnk] [ac + Bn ] .

Thus the center can calculate the sum of squared residuals if the individual countries send
the following information to the center (in addition to the information already noted
above): Jie1™ " seik Yeri's St O Seak Yer's cees Dkl Senk Yen (the sum of the
national share weighted squares of the outlet log prices for each item n in country c).

Since the center will not have the individual log prices y.nx under the above conditions, it
will be necessary for the individual countries to eliminate outliers from their country data
before submitting the above information to the center.

10. An Example due to Peter Hill

In order to illustrate the methods suggested in sections 2 and 9 , we consider a data set
that was used by Hill (2004) where he postulated prices for 10 items and 4 countries. The
prices may be found in Table 1 below. Representative price quotes are marked with an
“r” in the Table.

Table 1: Price Data for 10 Items for 4 Countries

Item Country 1 Country 2 Country 3 Country 4

1 2r 100 10r 25r
2 5r 250 12r 60
3 61 270 15r 22r
4 8r 320 70 250
5 8r 280 100 120 r
6 7 210r 60 120
7 16 400 r 50r 140 r
8 6 120 r 12r 100

7 Note that if country ¢ happens to collect the same number of outlet prices in each of the N item cells, say
K prices, then for each product n, Sici““™ scar Yenk = Skt~ (1I/NK) Yenk = Sket~ (I/NK) In pene = (1/N) et
(1/K) In penk, which is 1/N times the logarithm of the geometric mean of the K outlet prices for product n.
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9 2 30r 20 10r
10 10 100 r 50 100

Since there are an equal number of price quotes for each item (namely one), we can apply

the unweighted model of section 2 and obtain the following (transitive) purchasing power
e .58

parities:

85)ar=1, a=28.507, a3;= 4948, a;= 11.241.

If we use the model suggested in the previous section and assign the weight 1 for an
unrepresentative price quote and the weight w for a representative price quote (so that
expenditures associated with the representative quotes are thought to be w times as big as
the expenditures on unrepresentative quotes), then we obtain the following Table of
purchasing power parities for various values of w, the weighting factor for representative
price quotes:

Table 2: Weighted CPD Country Parities for Various Values for Representativity

Weight w Country 1 Country 2 Country 3 Country 4

w=1 1 28.507 4.948 11.241
w=2 1 27.075 4.468 10.551
w=4 1 26.205 4.060 9.925
w=10 1 25.996 3.668 9.273

Unfortunately, Table 2 shows that the choice of the weighting factor for representative
price quotes versus unrepresentative quotes makes a substantial difference. Since
traditional index number theory strongly suggests that weighted price indexes are
preferable to unweighted ones, it seems preferable to use even rough weights in the ICP.
But the practical question then is: exactly how do we choose w? Obviously, if we have
expenditure weights to go along with the item price quotes, this question can be answered
in an objective manner. But in the more usual case where approximate weights are not
available, then it appears that the national price statisticians collecting the price data will
have to use their judgment and give the central processing agency their best estimate for
the magnitude of the weighting factor w.”

11. Bilateral Linking Strategies

It is possible to use the model presented in section 3 or the approximate version of it
presented in section 9 to develop a strategy for linking the countries in a bilateral fashion.

¥ These are the same parities as were obtained by Hill (2004). Hill also shows that these parities are also
equal to the Variant 1 EKS parities but they differ from the Variant 2 and 3 EKS parities which were 1,
27.27,4.03, 9.60 for both variants in this particular case.

* My guess is, that under “normal” conditions, w = 3 or 10 will be “better” than w = 2, since in the time
series index number context, it is known that best selling items will be purchased much more frequently
than slowly selling items.
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The basic idea is this: countries which are most similar in their price structures (i.e., their
prices are closest to being proportional across items) should be linked first. This basic
idea has been successfully exploited by Robert Hill at higher levels of aggregation,
where complete price and expenditure data are available, but it is not obvious that the
same methodology can be applied at the elementary level, where complete data on
expenditures associated with each price quote are missing. In order to make the method
operational, all that is required is a suitable measure of relative price dissimilarity. In the
present context, we suggest that the estimated variance of the regression, o - defined by
(50) for the case where C = 2, as a measure of the degree of dissimilarity in the price
structures of the 2 countries in the comparison. Alternatively, the dissimilarity measure T
defined by (82) could be used.”'

To illustrate this suggested method, consider the empirical example of Peter Hill
discussed in the previous section. If we do not use weights, then the Robert Hill
methodological approach applied to this example gives the same purchasing power
parities as those given by (85) in the previous section, since all the bilateral parities are
transitive in this particular example. However, when we use approximate sampling
weights as was suggested in the previous section, the situation changes.

If we use the approximate weight 1 for unrepresentative price quotes and 4 for
representative price quotes, we find that the bilateral regression variance estimates for o™
are as follows: 0> = 0.0094286 for the countries 1 and 2 regression with PPP,,; =
28.50666 ; 0> = 0.016692 for the countries 1 and 3 regression with PPPs; = 4.083539;
o2 =10.018571 for the countries 1 and 4 regression with PPP4,; = 10.16165; o2 =
0.026992 for the countries 2 and 3 regression with PPP3, = 0.1513575; o2 =0.017054
for the countries 2 and 4 regression with PPP4, = 0.3785348; o2 =0.020493 for the
countries 3 and 4 regression with PPP4; = 2.226068. The smallest variance bilateral
regressions are the 1 and 2 regression, the 1 and 3 regression and the 2 and 4 regression
and these three regressions lead to the following purchasing power parities:

86)a;=1, a,=28.507, a3=4.084, as= 10.791.

These parities turn out to be different than the multilateral parities in the third line of
Table 2, which also used the weighting factor, w = 4.

While the Robert Hill linking strategy could be applied at the basic heading level, it
probably should not be applied at this level of aggregation due to the problem of
sparseness; i.e., the Hill bilateral linking strategy is best suited to linking at higher levels
of aggregation where price parities and expenditure weights are available for each basic
heading category of expenditure. To illustrate this point, consider the following data set
involving 3 countries and three products with one price quote per product except that

% See Robert Hill (1995) (1999a) (1999b) (2001) (2004).
%! These two measures differ only by a constant and hence will give the same answer in the bilateral case.

62 These parities were 1, 26.205, 4.060, 9.925 for countries 1,2,3 and 4 respectively.
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product 1 is not available in country 3, product 2 is not available in country 1 and product
3 is not available in country 2:

Table 3: Prices for a Sparse Data Example

Prices
Product Country 1 Country 2 Country 3
1 1 2 _
2 _ 1 2
3 1 3

Thus for each pair of countries, we have a direct bilateral comparison of prices. Thus
using a direct comparison of prices between countries 1 and 3, the PPP of country 3
relative to country 1 will be 3. However, for each pair of countries, we can also make a
comparison of prices by traveling through the remaining country. Thus using the indirect
comparison between the prices of countries 1 and 3, traveling through country 2, we find
the indirect PPP of country 3 relative to country 1 will be 2 times 2 or 4. Hence using
some sort of average of the direct and indirect parities between 3 and 1 should give us a
PPP somewhere between 3 and 4. It can be seen that the Robert Hill bilateral spatial
chaining approach breaks down under these conditions. Hence, it seems preferable to use
either the unweighted multilateral approach outlined in section 3 or if weights are
available, then use the weighted multilateral approach outlined in section 9 in
circumstances where the matrix of price quotes is not complete.®

12. The Extended CPD Method or the CPDR Method

Cuthbert and Cuthbert (1988) introduced an interesting generalization of the Country
Product Dummy method that can be used if information on representativity of the prices
is collected by the countries in the comparison project along with the prices themselves.
Hill (2004) termed the method the CPRD method and he justified the method as follows:

“Thus, the price of a given product may be relatively high or low in a country depending on whether or not
it is representative. These relationships are not consistent with the basic assumption underlying traditional
CPD methods that the pattern of relative prices is the same in all countries. The CPD model should
therefore be modified to take account of representativity when information about representativity is
available. The influence of representativity on price is explicitly taken into account in the EKS 2 and 3
methods, but not in the CPD.” Peter Hill (2004; 24).

The CPRD method generalizes the unweighted model (22) above as follows. Define yenkr
= In penkr Where penkr 1S the logarithm of the kth outlet price collected in country c for
product n and r is an index that denotes whether the collected price is representative (in
which case r = 1) or unrepresentative (in which case r = 2). The basic (unweighted)
statistical model that is assumed is the following one:

(87) Yenkr = Olc + Pt O + €cnker ; c=1,.,C;n=1,...N;k=1,....K(c,n) ;r=1,2

8 Using the unweighted CPD approach outlined in section 3 gives rise to the following parities: 1, 1.817,
3.302.
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where the o, are the log country PPP’s, the 3, are the log product price effects and the 0,
are the two log representativity effects and the ecn are independently distributed random
variables with mean zero and constant variances. In order to identify the parameters, we
impose the following normalizations:

(88) oy =0; ;= 0.

Thus the present model is much the same as the model presented in section 3 except that
we have an analysis of variance model that has 3 classifications instead of 2.

A potential problem with the new model can be explained as follows. Let o', B and 8,
denote the least squares estimators for the parameters in the linear regression model
defined by (87) and (88). Define the least squares sample residual errors ecn as follows:

(89) Ccnr = Yenkr = [0te +Pn +8:1; c¢=1,...,C;n=1,...N; k=1,...K(cn) ;r=1,2.

Since each column in the X matrix that corresponds to the linear regression model
defined by (87) and (88) is orthogonal to the vector of errors e = [ey,...,e;]' which is
obtained by stacking the errors €. into a column vector, it can be seen that the sum of
the errors that correspond to nonrepresentative observations where r = 2 is zero; i.e., we
have:

(90) ZeZnZk enkz = 0.

This is an extra constraint that the errors in this CPRD type model satisfy compared to the
plain vanilla CPD model defined earlier by (22). In most cases, this will not cause any
great problems with the estimates of the PPP’s; i.e., in most cases, the two models will
give more or less the same PPP’s. However, this is not always the case. Consider the
following two country example, involving 3 products with one price quote per product:

Table 4: A Two Country Example Illustrating the CPRD Method

Prices
Product Country 1 Country 2
1 Ir 2r
2 2r 4r
3 3r 7

Thus all prices are representative (denoted by r in the Table) in each country except for
the price of item 3 in country 2. For the first two items, the price of the item for country
2 divided by the corresponding price for country 1 is 2 and for the third item, the price
relative is 7/3, which is 2 1/7. Thus it seems clear that the PPP for country 2 relative to
country 1 should be a number that is somewhat greater than 2. However, if we calculate
the CPRD PPP,;, we find that a,; = exp(a) = 2; i.e., the CPRD PPPy; for 2 relative to 1
turns out to be exactly 2 instead of a number greater than 2. The problem is that the
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number of nonrepresentative price quotes across the 2 countries is sparse; in fact, there is
only one nonrepresentative price quote and the result (90) implies that the corresponding
error will be zero. The extra parameter 0, is used to set this error equal to zero and this
causes some bias in the PPP.** However, this example is rather extreme and is caused by
the extreme sparseness of nonrepresentative price quotes. As long as nonrepresentative
price quotes are not too sparse, the CPRD model can be regarded as a very useful
extension of the basic unweighted CPD model.

We agree with Hill that the unweighted CPD parities will usually be biased. However, it
is not clear to us the weighted CPD parities defined in section 9 above will necessarily be
biased compared to Hill’s CPRD parities. These weighted CPD parities are listed below
in Table 5 for the data in Table 4 for various values of the weighting factor w, which
gives the weight of a representative quote relative to an unrepresentative price quote.

Table 5: Weighted CPD Country Parities for Various Values for Representativity

Weight w Country 1 Country 2

w=1 1 2.105
w=2 1 2.080
w=4 1 2.056
w=10 1 2.030

Thus as the weighting factor w increases, the relative weight of product 3 in country 2
(the unrepresentative price quote) in Table 4 decreases and the PPP,; approaches 2 as
could be expected.®

Our tentative conclusion is that it is not necessary to have the extra representativity
parameter in the weighted CPD model but if the data are not too sparse, it is likely that
the unweighted CPRD model will give better results than the 3 EKS models (since they
do not utilize all of the data and hence they cannot be statistically efficient). It is also
likely that the unweighted CPRD model will give better results than the unweighted CPD
model. However, as soon as weights are available, we recommend the weighted CPD
model defined in section 9 over the weighted CPRD model, since the weighted CPD
model can be regarded as an approximation to the theoretically sound target index
defined in section 5.

13. The Two Stage Linking Procedure for the Current Round of the ICP

A complication that we have not dealt with up to now is that the current ICP project is
proceeding in two stages. The world is divided up into 6 regions r with C(r) countries in
each region r for r = 1,...,6. Within each of the 6 regions, PPP’s at the basic heading
level will be constructed more or less independently for each region. In the second stage,

% By increasing arbitrarily the price of product 3 in country 2, we can increase the bias arbitrarily.

55 Hill (2004) also considered a weighted version of his CPRD model along the lines of the model presented
in section 9. However, for the data in Table 4, Hill’s weighted PPP,,; remains equal to 2 for all possible
positive weights w, which is clearly biased for the present model.
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the regions will be linked. In this section, we consider some of the complications
involved in modeling this situation.

We first consider a generalization of the unweighted CPD model presented in section 3.
We need to generalize this above model to allow for a reorganization of the list of C
countries into 6 regions and C(r) countries in each region. With these changes, the basic
model becomes:

(91) Prenk = arbre Cn ; r=1,..6;c=1,..,Cr);n=1,.,N; k=K(,c,n)®;
92)a;=1;
(93) by =1; r=1,...,6.

The normalization (92) means that we have to choose a numeraire region. The
normalizations (93) mean that within each region, we need to choose a numeraire country
in order to identify all of the parameters uniquely. Thus the parameters a, and b, replace
our initial model parameters a.. Note that the total number of parameters remains
unchanged when we group all of the countries in the comparison into regions and
countries within the regions.

Taking logarithms of both sides of (91) and then adding error terms &cnx (With means 0)
leads to the following regression model:

(94) In prenk = In atIn beetln ¢y + €renk ; = 1,...,6; ¢ = 1,....,C(r); n = 1,...,.N; k = K(r,c,n);
= Oy + Brc + Yn + Erenk

where we impose the following normalizations on the parameters in order to uniquely
identify them:

(95) a1=0;
(96) i1 =0; r=1,...,6

where o, = In a;, P = In by, Yo = In ¢,

If all of the data collected for each regional comparison could be pooled and if there are
product overlaps between the regions, then there will be 155 regressions of the form (94)
to run, one for each basic heading category. In the above model, the interregional log
parities (the o) are estimated along with the within region country log parities (the Pr)
and the product log price premiums (the y,). Call this the first approach to estimating the

% We have noted already that there are 6 regions in the ICP model and 147 countries in all. Within each
region, there will be about 20 separate items that will be priced in each basic heading category of
commodities across all countries in the ICP comparison project so if there were no overlap in the items
selected across regions, then N would be equal to 120 (equal to 6 times 20). But of course, we require
some overlap of items across regions so that we can identify the parameters a,. For each country and for
each item that is priced in that country, there will typically be multiple price quotes collected for each item,
say 5, so that K(r,c,n) will typically equal 5.
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regional parities for each basic heading.®” It uses all of the available information in
making comparisons between all of the countries.

However, the above one big regression approach (for each basic heading) is not
consistent with approaches that use only the regional data to determine the within region
parities, the P, parameters, holding r fixed. But a principle of the current ICP
methodology is that regions should be allowed to determine their own parities,
independently of other regions.”® However, the regression model (94) can be modified to
deal with this problem. If the regional log parities 3. are known, then the term 3, (which
is equal to In by) can be subtracted from both sides of (94), leading to the following
regression model:

(97) In prenk— In by = In a;+In ¢y + €ren ; 1= 1,...,6; ¢ = 1,....,C(r); n = 1,...,N; k = K(r,c,n)
or
(98) In [prcnk/brc] =0+ Yn + €renk 5

where the normalization (95) still holds. Thus if the within region parities are known,
then prices in each region prenk can be divided by the appropriate regional parity for that
country in that region Py, and these regionally adjusted prices can be used as inputs into
the usual CPD model that has now only the regional log parities o, and the commodity
adjustment factors y, as unknown parameters to be estimated.”” Call the model defined
by (95) and (98) the second approach to estimating the regional parities for each basic
heading. This second approach respects the within region parities that have been
constructed by the regional price administrators. It is possible that this second approach
will be used in ICP 2005.

Of course, weighted versions of the two approaches can also be implemented.

Within each basic heading category, the regional coordinators have developed product
lists, consisting of approximately 2 to 30 separate products. Unfortunately, it appears that
there is virtually no overlap between the 6 regional product lists.”” Thus the interregional
CPD model at each basic heading level defined by (95) and (98) cannot be implemented
using just the data that the regions collect to do the within region comparisons!

McCarthy (2004) outlines two broad strategies that could be used to deal with this lack of
regional matching problem:

57 This approach is broadly consistent with the approach favored by Yuri Dikhanov, who advocated using
all the available information in making the ring comparisons.

58 See Hill (2004).

% Thus we have saved 144 degrees of freedom in this model compared to our previous example where we
had 625 observations and 249 parameters to estimate.

" Fred Vogel pointed this out to the author in a personal communication.
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* At least one country in each region would be required to collect prices for the
product list of at least one other region; the countries who agree to collect these
extra price quotes are called bridge countries by McCarthy;

* A group of countries (called core countries), with at least one country in each of
the 6 regions, would be chosen and they would work out a separate joint
interregional product list for each basic heading category, which each core
country would then price out.

For either strategy, the unweighted CPD model defined by (95) and (98) (or a weighted
counterpart using the methodology outlined in section 9 above)”' could be used to
estimate the interregional PPP’s for each basic heading category. Thus there would be
155 separate interregional CPD models that would have to be estimated by the center.

We concur with McCarthy’s (2004) judgment that it would be far more expensive and
time consuming to follow the core country strategy where separate international product
lists would have to be drawn up and then priced by the core countries. It is not clear that
there is enough time available to accomplish this design task either. Hence, we
recommend that the bridge country strategy be followed in order to link the regions.

14. Linking at the Basic Heading Level: A Three Region Example using the Second
Approach

We consider the problem of comparing the prices in three regions at one of the 155 basic
heading levels. We assume that there are three ring countries in region A, countries Al,
A2 and A3, where Al is the numeraire ring country for region A, there are two ring
countries in region B, B1 and B2, where B1 is the numeraire ring country for region B,
and there are two ring countries in region C, C1 and C2, where C1 is the numeraire ring
country for region C. For the particular basic heading category under consideration, there
are 6 items on the ring list and the ring countries collect the following item prices listed
in Table 6 in their own national currencies. Representative prices are denoted with an r.””

" Our preference is for the weighted CPD model over the unweighted version (which is unlikely to

converge to the “truth” no matter how much information is collected).

7 As explained earlier, price collectors in the regions are instructed to determine whether a particular
product price that they have collected for the ICP project is representative or nonrepresentative. A
representative price corresponds to a product that has a higher volume of sales in the country as compared
to a nonrepresentative product. Since representative prices are more highly demanded by purchasers of the
product, it is likely that prices for nonrepresentative prices are relatively higher in the local market as
compared to representative prices for similar products.
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Table 6: Item Prices in Domestic Currencies for the Ring Countries at a Specific
Basic Heading Level

Item Region A Region B Region C
Country A1 Country A2 Country A3 Country B1 Country B2 Country C1 Country C2

I 1r 2r 4 r 2r 61 3r 30 r

2 2r 5 o 6 10 r 5r .

3 6r 10 r o 10 r o 22 160 r

4 4r . 18 . 30 10 r 150

5 Sr L 20 r o L o 180

6 12r 30 40 r 24 r 72 t 36 r 360 r

There are 7 countries and 6 items in the above table so the maximum number of price
quotes is 42 but there are missing observations so the table has only 32 item prices. Of
these item prices, 24 are representative and 8 are not representative. Note that all of the
product prices collected by country Al are representative whereas all other countries
have at least one nonrepresentative price.

We now suppose that each region has determined an appropriate PPP between the ring
countries in its region for this particular basic heading category of transactions.”” These
regional PPP’s for this basic heading category are listed in Table 7 below.

Table 7: Basic Heading PPP’s for Each Region for the Ring Countries

Country Al A2 A3 Bl B2 Cl C2
Basic Heading PPP 1 2 4 1 3 I 10

Thus in region A, it has been determined by the region A experts that 2 units of country
A2’s currency buys the same amount of final demand in the given basic heading category
as 1 unit of country Al’s currency and 4 units of country A3’s currency buys the same
amount of final demand in the given basic heading category as 1 unit of country Al’s
currency. Similarly, in region B, it has been determined by the region B experts that 3
units of country B2’s currency buys the same amount of final demand in the given basic
heading category as 1 unit of country B1’s currency and in region C, it has been
determined by the region C experts that 10 units of country C2’s currency buys the same
amount of final demand in the given basic heading category as 1 unit of country C1’s
currency.

In order to preserve these regional parities for the ring countries when linking the regions,
it is necessary to divide the ring country prices by these within region parities and this
essentially converts the country prices within a region into common regional prices.
Thus looking at Table 1, it is necessary to divide the item prices listed there by the factor
2 for country A2 and by the factor 4 for country A3. Similarly, it is necessary to divide
the country B2 item prices by the factor 3 in order to convert these prices into country Bl

3 Thus we are now considering an example of the second approach that was described in the previous
section.
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equivalents. Finally, it is necessary to divide the country C2 item prices by the factor 10
in order to convert these prices into country C1 equivalents. The resulting regional prices
are listed in Table 8 below.

Table 8: Item Prices in Numeraire Country Currencies for the Ring Countries at a
Specific Basic Heading Level

Item Region A Region B Region C
Country A1 Country A2 Country A3 Country B1 Country B2 Country C1 Country C2

I 1r Ir Ir 2r 2r 3r 3r

2 2r 2.5 o 6 313« 5r .

3 6r 5r . 10 r . 22 16 r
4 4r . 4.5 . 10 10 r 15

5 Sr L Sr L L L 18

6 12 r 15 10 r 24 24 36 t 36 r

The country prices listed in Table 8 can be regarded as “outlet” prices within each region
and hence the data in Table 8 can be used in the usual Country Product Dummy
regressions (or other methods) in order to determine parities between the 3 regions for the
particular basic heading category under consideration. Thus the 14 prices listed in the
Country A1-A3 columns can be regarded as item prices in a common region A currency,
the 8 prices in the Country B1-B2 columns can be regarded as item prices in a common
region B currency and the 10 prices in the Country C1-C2 columns can be regarded as
item prices in a common region C currency.

Applying the CPD method’* and the CPRD method " to the data in Table 8 (treating the
data as pertaining to 3 countries, which are regions in this case) leads to the following
PPP’s between the 3 regions:

Table 9: Basic Heading CPD and CPRD PPP’s between the Three Regions

Method Region A Region B Region C
CPD 1 2.047 3.006
CPDR 1 2.014 2.937

Thus the use of the representativity dummy variable causes the region B and C parities to
fall with respect to region A compared to the ordinary unweighted CPD regression (about
3 and 7 percentage points respectively). An explanation for the change in the parities as

™ The basic model that we use is (98) with the normalization (95) imposed. Thus we want to estimate the
two parameters o, and os (the log of the regional PPP for region 2 relative to region 1 and the log of the
regional PPP for region 3 relative to region 1 respectively) and the 6 product premium parameters, yi,...,Ys.
In the Tables below, the exponentials of o, and a; are reported and we set the region B and C PPP’s
reported in Tables 9 and 10 equal to the exponentials of a, and a; respectively.

> See Hill (2004) for an exposition of this method. In brief, we add another dummy variable to the
regression model defined by (98) and the normalization (95). This dummy variable takes on the value 0 if
the price quote is representative and takes on the value 1 if the corresponding price quote is not
representative.
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we shift from CPD to CPRD can be made as follows. Note that the ratio of
nonrepresentative observations relative to representative observations in the three regions
are 3/11 = .27 for region A, 2/6 = .33 for region B and 3/7 = .43 for region C. Since
nonrepresentative prices can be expected to be relatively higher than representative
prices, we can expect the coefficient on the representativity variable to be positive (since
the dummy variable is 0 for representative prices and 1 for nonrepresentative prices).
Thus including the representativity dummy will tend to lower the regional PPP’s for
regions that have higher ratios of nonrepresentative prices relative to nonrepresentative
prices’® and this is what happens in our example.

We also calculate weighted versions of the CPD parities using the methodology
suggested in sections 5 above. This weighted method ensures that each country (or
region in this case) is given equal importance in the weighted least squares optimization
problem that is the basis for the method.” The key parameter in this method is to decide
on what relative expenditure weight to give representative versus nonrepresentative
observations. Thus in Table 10 below, if w = 2, then representative price quotes get
twice the weight in the weighted CPD least squares minimization problem that
nonrepresentative price quotes get. This means that we believe it is likely that region
expenditures that are associated with representative price quotes are twice as large as the
expenditures that are associated with nonrepresentative price quotes. Hill (2004) also
suggested that the same methodology could be applied to the CPRD method, leading to a
weighted version of the CPRD method.”® In Table 10 below, we table the weighted CPD
parities for the regions for weighting factor w equal to 1, 2, 3 and 10 respectively and
weighted CPRD parities for the regions for weighting factor w equal to 1, 2, 3 and 10
respectively.”

Table 10: Basic Heading Weighted CPD and CPRD PPP’s between the Three
Regions

Method Region A Region B Region C

76 The positive coefficient on the representativity dummy will tend to lead to lower coefficients for the
country dummy variables that have the highest proportions of nonrepresentative product prices.

" Thus the unweighted CPD method in our present example gives more weight to region A’s prices (14
observations) than regions C’s prices (10 observations) and region B gets the smallest weight (8
observations). In each version of the weighted CPD method, each country’s item prices get an equal
weight in the least squares minimization problem.

™ If the proportion of nonrepresentative to representative price quotes differs across the regions (as it does

in this case), then I agree with Hill (2004) that it is sensible to include the representativity dummy variable
in the CPD regression, leading to a CPRD regression. However, if we use the weighted CPD method, then
choosing a w greater than 1 does much the same job as including the representativity dummy in the
unweighted CPRD regression and hence including the representativity dummy in the weighted CPD is not
necessary. Thus in our particular example, the regional parities for the unweighted CPRD method are 1,
2.014 and 2.937 (see Table 9 above), which are fairly close to the weighted CPD parities with w = 3 which
are 1, 2.004 and 2.956 (see Table 10 below).

” These weighted CPD and CPRD parities for w = 1 are not equal to the unweighted CPD and CPRD
parities in Table 9 because the number of price quotes in each region is not equal, and hence the
unweighted CPD and CPRD parities give undue influence to the price quotes of region A. However, since
the number of price quotes in each region is not all that different (14 for A, 8 for B and 10 for C), the
differences between CPD and weighted CPD with w = 1 are not that great.
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CPD w=1 1 2.053 3.006
CPDRw=1 1 2.009 2.933
CPD w=2 1 2.022 2971
CPDRw=2 1 1.977 2915
CPD w=3 1 2.004 2.956
CPDRw =3 1 1.965 2911
CPD w=10 1 1.966 2.928
CPDR w =10 1 1.947 2910

Comparing the weighted CPD parities for w = 1 in Table 10 with the unweighted CPD
parities in Table 9, we see that the weighted parity for region B relative to A has
increased slightly from 2.047 to 2.053, which is a negligible change, and the weighted
and unweighted parities for region C relative to A have remained unchanged at 3.006.
Comparing the CPD and CPRD parities for the same level of weighting w, it can be seen
that the weighted CPRD parities are consistently below the corresponding weighted CPD
parities for regions B and C. The reason for this difference is the same as explained
above: regions B and C have the highest ratios of nonrepresentative price quotes
compared to region A and this leads to the discrepancies. It can be seen that the weighted
CPD and CPRD parities for regions B and C decrease as the weighting factor w
increases. This is explained by the fact that region A has the highest percentage of
representative price quotes and regions B and C the highest percentages of
nonrepresentative price quotes, which tend to be relatively high. Thus as w increases, the
influence of these relatively high nonrepresentative price quotes diminishes, and the
parities for B and C are lowered as a result. Finally, note that the difference between the
weighted CPD and weighted CPRD parities for B and C relative to A decreases as w
increases. This is also understandable, since as w increases, the influence of the
nonrepresentative prices diminishes and hence the difference between the weighted CPD
and weighted CPDR regressions becomes less.*

All of the regressions give much the same answer. My own preference is for the
weighted CPD regression with w = 3 but whether this is a good choice or not depends on
the target index that is chosen and somewhat subjective judgments about the relative
magnitudes of expenditures that are associated with representative versus
unrepresentative price quotes.

The above computations illustrate the second approach to linking the regions that was
discussed in the previous section; i.e., the within region PPP’s for the basic heading are
respected and treated as exogenous variables in the regression that links the regions. In
the following section, we use the same data set to illustrate first approach to linking the
regions, where the within region parities are not imposed but are estimated along with the
interregional parities.

15. Linking at the Basic Heading Level: A Three Region Example using the First
Approach

% In the limit, as w became very large, the objective functions for the two weighted least squares problems
would approach each other.
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We illustrate the first approach for linking the regions explained in section 13 using the
data listed in Table 8. In this approach, the within region PPP’s are estimated along with
the interregional PPP’s.

The basic regression model is defined by equations (94)-(96) above. When we specialize
this model to cover the case corresponding to the data in Table 8, we find that there are
three interregional parities in the resulting model that need to be estimated, a;, a; and as,
which we relabel as A, B and C. Within region 1, there are three countries and using the
notation used in equations (94), these within region country parities are labeled as by, b2
and b3, which we now relabel as A1, A2 and A3. Within region 2, there are 2 countries
and in (94), these within region country parities are labeled as by; and by, which we now
relabel as B1 and B2. Within region 3, there are 2 countries and in (94), these within
region country parities are labeled as bs; and bs,, which we now relabel as C1 and C2.
The identifying restrictions (95) and (96) in the general model boil down to the following
restrictions for the particular model represented by the data in Table 8:

97)A=1;A1=1;Bl1=1;Cl=1.

Applying the CPD method and the CPRD method to the data in Table 8 (treating the data
as pertaining to 3 countries, which are regions in this case) leads to the following PPP’s
between region and within region PPP’s:

Table 11: Basic Heading CPD and CPRD PPP’s between the Three Regions

Method PPPA PPPB PPPC PPPA1 PPPA2 PPPA3 PPPB1 PPPB2 PPPC1 PPPC2
CPD 1 2.184 2934 1 2206  3.857 1 2.742 1 10.876
CPDR 1 1.924 2.720 1 1.785  3.548 1 2.861 1 10.161

Thus the use of the representativity dummy variable causes the region B and C parities to
fall with respect to region A compared to the ordinary unweighted CPD regression (about
16 and 21 percentage points respectively). In the previous section, when the CPD and
CPRD methods were compared, we found a similar result in that the addition of the
representativity dummy variable caused the parities to fall in regions with a high
proportion of nonrepresentative quotes compared to regions with a high proportion of
representative quotes. However, in the previous section, the addition of the
representativity dummy caused the region B and C parities to fall with respect to region
A compared to the ordinary unweighted CPD regression by only 3 and 7 percentage
points compared to the 16 and 21 percentage points drops reported in the present section.
The reason for this change is probably due to the fact that the model estimated in the
present section has an additional four parameters that have to be estimated (the within
region country parities) compared to the model estimated in the previous section. Since
there are only 32 observations in all and a total of 13 parameters to be estimated in this
first approach CPRD model, there may not be enough degrees of freedom to accurately
estimate all 13 parameters. Thus the addition of the extra representativity dummy
variable causes the CPRD regression to “fit the errors” to a certain extent.
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In Table 12 below, we table the weighted CPD parities for the regions for weighting
factor w equal to 1, 2, 3 and 10 respectively. In constructing the weights, we could use
country weights, in which case, each country’s weights would sum to one. However,
since our focus is on obtaining the regional PPP’s, we continue to use the regional
weights (that sum to one for each region) rather than use country weights. Thus the
weighting matrices used in Table 12 are the same as the weighting matrices used in Table
10.

Table 12: Weighted CPD PPP’s between and within the Three Regions

w PPPA PPPB PPPC PPPA1 PPPA2 PPPA3 PPPB1 PPPB2 PPPC1 PPPC2

1 1 2193 2939 1 2215 3.849 1 2.732 1 10.852
2 1 2079 2.833 1 2.106 3.763 1 2.812 1 10.955
3 1 2024 2.795 1 2.045 3.714 1 2.855 1 10.915
10 1 1912 2.748 1 1.909 3.604 1 2.947 1 10.631

There is very little difference between the weighted CPD parities for the weighting factor
w = 1 and the unweighted CPD parities reported in Table 11.*' As the weighting factor
increases, the influence of the unrepresentative price quotes diminishes and the parities of
countries and regions that have relative large proportion of unrepresentative price quotes
will fall. Thus as w increases, the PPP of region B relative to A falls and the PPP of
region C relative to A falls, as in the previous section, since region A has the highest
proportion of representative price quotes.

Based on the above example, it appears that either approach 1 or approach 2 could be
used to link the regions.

16. Linking the Regions at the Final Stage of Aggregation
The above method for obtaining regional PPP’s can be repeated for each basic heading
category of transactions. Extending our example to the case of 6 regions, we would

obtain the following table of basic heading interregional PPP’s:

Table 13: Basic Heading Interregional PPP’s

Basic Heading PPP,  PPPg PPP¢ PPPp PPP: PPP:

1 1 PPPy(1) PPP«(1) PPPp(l) PPPy(1) PPPy(1)

2 1 PPP(2) PPP«(2) PPPh(2) PPPy2) PPPy(2)
155 1 PPPy(155) PPP((155) PPPp(155) PPP:(155) PPPy(155)

At this stage, we can use the interregional PPP’s in Table 13 along with the within region
country PPP’s by basic heading category to form a complete world matrix of PPP’s by

81 If the number of observations in each region is exactly equal, there will be no change. In our case, the
differences in the number of quotes in each region is not large enough to make a difference.
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basic heading and by country. Suppose that there are 147 countries in the ICP project.
Then we would have a 155 by 147 matrix of country PPP factors and the country
expenditures to go along with them. At this stage, any suitable multilateral method could
be used to aggregate up these data into a set of 147 country PPP’s. Call this Approach 1.
However, the problem with this approach is that the multilateral method to be used would
not necessarily respect the regional PPP’s unless it was restricted in some manner.

Thus we consider Approach 2, which will link the regions, while respecting the within
region overall PPP’s that the regions deem best for their purposes. The first step is to
match the 155 times 6 interregional PPP’s in Table 13 with the corresponding regional
expenditures. If there are C(A) countries in region A and for basic heading category
heading n, if the within region PPP’s for region A and country ¢ in region A are Pa, for n
=1,2,...,155and c = 1,2,.. .,C(A)82 and if the within region expenditure by country c in
region A for expenditure category n is Ex,” in country n’s currency unit, then region A’s
total expenditures for basic heading category n are:

(98) Ean= EC:1C(A) Ean'/Pan’ ; n=1,2,...,155.

Now make analogous definitions for the countries in regions B,C,...,F; i.e., define Eg,"
and Pg,° ,..., Ep and Pg, in a manner analogous to Eg, and Pg,° *and then define the
regional expenditures by basic heading in regional numeraire currencies by the following
counterparts to (98):

(99) Egn= Set“® Epn/Pan’; n=12,...,155.
(100) Ecp = 3c-1““ Ecn’ /Pyt ; n=12,...,155.
(101) Epn = See1“?) Epn/Pon’” ; n=12,...,155.
(102) Egn = St “® Egn/Pen’ ; n=12,...,155.
(103) Egn = Seet Y Epn /P ; n=12,...,155.

Now we can form a matrix of regional expenditures in the regional numeraire currencies
by basic heading category that will match up with the prices in Table 13, and this is Table
14 below.

Table 14: Basic Heading Expenditures by Region in Regional Numeraire Currencies

Basic Heading n EAn EBn ECn EDn EEn EFn
1 Eai Egi Eci Epi Eki Er
2 Eax Eg2 Ec Ep Er2 Er
155 Eaiss  Egiss Eciss  Episs Ekiss Eriss

% In our example, these region A parities for the 3 ring countries for basic heading category 1 say were 1, 2
and 4 but now we have to include the within region parities for the basic heading category under
consideration for a// countries in the region and not just the ring countries.

% We assume that the first country in each region is the numeraire ring country and it is also the numeraire
country in each region.
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The price and expenditure data by 155 expenditure categories and 6 regions in Tables 13
and 14 can now be regarded as a complete set of “country” data and any desired
multilateral method can be used to form the PPP’s between the 6 regions using this data
set.* Of course, once these regional parities have been determined, the fixed within
region parities can be used to obtain a complete set of PPP’s for each country in the
comparison project. The resulting set of country parities will respect the within region
parities that have been determined by the regions. The overall procedure does not depend
on the choice of numeraire countries, either within regions or between regions; i.e., the
relative country parities will be the same no matter what the choices are for the numeraire
countries.

17. Conclusion

The paper argues that the weighted CPD model developed in section 5 is a suitable
theoretical target index that could be used at the first stage of aggregation. A practical
approximation to this theoretical target index is developed in section 9 and this is our
preferred method of aggregation at the basic heading level. One major unresolved issue
with this method is that it is necessary to choose a relative weighting factor for the
economic importance of representative price quotes versus unrepresentative quotes and
we have not been able to provide definitive advice on the magnitude of this weighting
factor.

Appendix: Some Properties of the Inverse Matrix in a Weighted CPD Regression
Model

Recall (47) and (48) which defined the X'X matrix and X'y vector that were used to
define vectors of least squares estimators for the a and § vectors in the weighted CPD
model using (28). In this Appendix, we find an easily checked sufficient condition for

the existence of the inverse of X' X and we also develop the monotonicity properties of
the elements of (X' X) .

We need to express the elements of X'X using matrix notation. In order to do this, we
need to make a series of definitions. Thus define the expenditure share (over all outlets)
of country ¢ on product n as follows:®

— K(c,n) . — C =
(A1) Sen = Dkt Senk § c=1,.,C;n=1,...N.
Define the country c vector of expenditure shares on the N products as

(AZ) S¢ = [Scla--.ScN]T; c= 1,...,C.

Letting 1y denote a column vector of ones of dimension N and 1y its transpose, it can be
seen that the following relations hold since the country expenditure shares sum to one:

 For surveys of possible multilateral methods, see Balk (1996) or Diewert (1999).
51 commodity n is not transacted in country ¢ so that K(c,n) is 0, then define s, = 0.
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(A3) IN"sc=1; c=1,..C.

Define the world expenditure share sum vector s as the sum of the country expenditure
share vectors:

(Ad)s=3se.

Finally, define the N by C-1 matrix of country expenditure share vectors, excluding the
expenditure share vector of country 1, as follows:

(AS) S= [Sz,S3,...,SN] .

Substituting the above definitions into (47) and using equations (A3) yields the following
expression for X' X:

ST

(A6) X'X = [1 c-l
S K

where I¢_; is an identity matrix of size C-1 by C-1 and § is an N by N diagonal matrix
with the elements of the world share sum vector s running down the main diagonal.

Assuming for the moment that the inverse of the N by N matrix § - SS" exists, we can
use elementary block row operations in order to obtain the following formula for the
inverse of X' X:

I +ST(5-SST)'S -ST(5-SST)"

A7) (X'X)" =
(AN 0 ~(§-88")'S (§-88")"

Thus if (§-SS7)™" exists, then (A7) can be used to construct (X' X)™'. We now find a set

of conditions that are sufficient to imply the existence of the inverse of §—SS'. We first
show that this matrix is positive semidefinite.®” Using definition (A5), it can be seen that:

(A8)SS' = [Sz,Sé,--.,STC][Sz,S&m,SC]T
:ECIZ ScSe .

Using (A4) and (AS), we have:

(A9) § —SS"T=S 1€ 5. — SenC sese”

~ Cra T
= Sl +Ec:2 [SL - ScSc ].

% of course, s is not a share vector since it is a sum of C share vectors.
¥ 1t is easy to verify that it is a symmetric matrix.
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Define the N by N matrices A, as follows:
(A10) A. =[5, —sesc']; c=23,...,C.

We now show that each of the matrices A, is positive semidefinite.*® Thus for each N
dimensional vector z, we need to show that

(A1) 0=z'Acz
=z [5, - SeSe'] z
=z S, z- 7'8:8: 7
=z S, z- [se'z]%.

Thus we need to show that for all z:

(A12)[s.'z]°<z" §, z

By the Cauchy Schwarz inequality, for any two N dimensional vectors, we have:
(A13) [x'y]* =x'xy'y.

Since the country c share vector s, is nonnegative, the matrix s, is diagonal with the

nonnegative elements of s, running down the main diagonal. Thus the diagonal square
root matrix S, 2 which has the nonnegative square roots of the diagonal elements of S,

running down the main diagonal, is well defined. Define
(Al4)x=3§ " 1n;y=5"z.

Where 1y is a vector of ones of dimension N. Upon substituting (A14) into (A13) and
using (A3), we find that (A12) is true for ¢ =2,3,...,C.

Using the positive semidefiniteness of the matrices A, and using (A9), we see that § -
SST is equal to the positive semidefinite matrix §, plus the sum of C -1 positive
semidefinite matrices A, for ¢ =2,...,C and hence is positive semidefinite.

Thus a simple condition that is sufficient to imply the existence of the inverse of § — SS'
is that s, be positive definite or equivalently, that all of the N elements of s ;| be strictly
positive. This simple sufficient condition can be written as follows:*

(AIS) s1 >> On.

% It is obvious that each A, is symmetric.
% Notation: Oy is a vector of zeros of dimension N.
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This condition means that the numeraire country has collected at least one price for each
of the N commodities that are in the comparison.”

We now show that condition (A15) is also sufficient to imply that all of the elements of
[s - SST]‘1 are nonnegative. First, note that for ¢ =2,...,C, we have:

(A16) [5, = Sese 1IN = Se — SeSe In
=8.—Scl using (A3)
= ON .

Using (A9) and (A16), it can be seen that:

(A17)[5, - SS"]Ix = §,1x - On =5, >> Oy

where the strict inequality follows from assumption (A15). The matrix §, — SS™T with
positive elements on the main diagonal and nonnegative elements elsewhere is known in
the economics literature as a Leontief matrix.”' It turns out that condition (A17) is
sufficient to imply that all elements of [§, — SS']™' are nonnegative; see Gale and
Nikaido (1965; 86). Hence, recalling the formula for (X" X)™' given by (A7), it can be
seen that the northwest and southeast blocks of the inverse consist of nonnegative

elements and the northeast and southwest blocks of the inverse consist of nonpositive
elements.

Now regard the log PPP’s for countries 2,...,C, ay,...,0c, as functions of the prices of
country 1, 2,...,C, which we denote by the price vectors pl, p2,. . pC respectively. Using
(48), (A7) and the nonnegativity properties of (X'X)™' noted in the paragraph above, it
can be seen that as,...,0c are nonincreasing in the components of p'; i.e., we have:

(A18) Vp1 az(pl,pz,...,pc) < ON, ;Vp1 0L3(p1,p2,...,pc) < ON, ;...;Vp1 ac(pl,pz,...,pc) < ON,

where Vp1 o denotes the vector of first order partial derivatives of o, with respect to the

components of p' and N is the total number of price quotes collected in country 1.
Thus if any price in country 1 increases, then the log PPP’s of the other countries either
remain unchanged or decrease relative to country 1, an intuitively plausible result.”

% Using the discussion below equation (3) in the main text, it can be shown that the inverse of § — SS™ will
exist provided that any country c in the comparison has a strictly positive share vector s.. While this
condition is sufficient for the existence of the inverse, it is not necessary; i.e., weaker conditions will imply
the existence of the inverse.

*! See Hawkins and Simon (1949) and Gale and Nikaido (1965; 86).

%2 In this comparative statics exercise, as the components of p ! increase, we hold constant all of the
weighting shares.

% Melser (2005) has additional results on the monotonicity properties of CPD models for the case of two
countries.
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It is also straightforward to use (48), (A7) and the nonnegativity properties of (X'X)™' to
establish the following results:

(A19) a2(p177\'p27p37' . °apc) = a2(p17p27' . *apc) +InA ; for all A > Oa
a3(p',p>Ap’,....p°) = ca(p',p’,....p°) + In A ; for all A > 0;
ac(p'.p’p’s.. . Ap9) = az(p'p’....p) + In A for all > 0.

Define the PPP’s for countries 2,...,C relative to the numeraire country 1 as the
exponentials of the corresponding log parities:

(A20) ac(p',p’,p’,....p°) = exp[o(p',p’,p’,....p)] ; c=23,....C.

Using (A19), it can be seen that each parity is linearly homogeneous in its own prices;
i.e., we have:

(A21) ax(p' . Ap”,p’,....p%) = ax(p'.p’,....p9) 5 for all A > 0;
a3(p1,p2,kp3,. ) .,pC) = kaz(pl,pz,. } .,pC) ; for all A > 0;
ac(p'.p>p>s... . Ap%) = Aax(p',p’s....p0) ; for all A > 0.

More work remains to be done in developing the axiomatic properties of the weighted
CPD parities.
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